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Abstract
Non-potential magnetic energy promptly released in solar flares is converted to other forms of en-

ergy. This may include nonthermal energy of flare-accelerated particles, thermal energy of heated
flaring plasma, and kinetic energy of eruptions, jets, up/down flows, and stochastic (turbulent) plasma
motions. The processes or parameters governing partitioning of the released energy between these
components is an open question. How these components are distributed between distinct flaring loops
and what controls these spatial distributions is also unclear. Here, based on multi-wavelength data
and 3D modeling, we quantify the energy partitioning and spatial distribution in the well observed
SOL2014-02-16T064620 solar flare of class C1.5. Nonthermal emissions of this flare displayed a simple
impulsive single-spike light curves lasting about 20 s. In contrast, the thermal emission demonstrated
at least three distinct heating episodes, only one of which was associated with the nonthermal com-
ponent. The flare was accompanied by up and down flows and substantial turbulent velocities. The
results of our analysis suggest that (i) the flare occurs in a multi-loop system that included at least
three distinct flux tubes; (ii) the released magnetic energy is divided unevenly between the thermal
and nonthermal components in these loops; (iii) only one of these three flaring loops contains an en-
ergetically important amount of nonthermal electrons, while two other loops remain thermal; (iv) the
amounts of direct plasma heating and that due to nonthermal electron loss are comparable; (v) the
kinetic energy in the flare footpoints constitute only a minor fraction compared with the thermal and
nonthermal energies.

Keywords: Sun: Flares - Sun: X-rays, EUV, Radio emission

1. INTRODUCTION

Solar flares are explosive phenomena that cover a
range of heights in the solar atmosphere. Flares are ob-
served as transient brightenings throughout the electro-
magnetic spectrum. Some of the brightenings can show
apparent motions, while others can appear immobile.
Solar flares can be associated with large-scale coronal
mass ejections (CMEs), collimated jets, and/or solar en-
ergetic particles (SEPs) detected at the heliosphere. All
these observables are associated with underlying mag-
netic, nonthermal, thermal, kinetic, and potential en-
ergies, whose transformation chains, partitions, spatial
distributions, and temporal evolution are of primary im-
portance for understanding the solar flare phenomenon.

Emslie et al. (2012) analyzed the energetics of 38 erup-
tive solar flares and, in particular, concluded that (i) the
energy of flare-accelerated charged particles exceeds the
bolometric energy radiated across all wavelengths and,
thus, sufficient to supply it; (ii) the electrons and ions
accelerated in the flare gain comparable amounts of en-
ergy; and (iii) the free magnetic energy available in the
given active region is sufficient to drive the particle accel-
eration, plasma heating, and power the CME. Although
these are important findings that confirm our overall un-
derstanding of solar flare energy budget, the flare energy
estimates (i) have large uncertainties; (ii) likely contain
bias related to selection of a set of rather strong flares;
(iii) do not provide unambiguous temporal relationships
between various components; and (iv) do not include the
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kinetic energy of turbulence or bulk motions of the ther-
mal plasma in the flaring loops. Although the turbulent
energy can be evaluated using the spectral broadening
of relevant spectral lines (e.g., Kontar et al. 2017; War-
ren et al. 2018, and references therein), removing or at
least minimizing other limitations requires careful case
studies of dissimilar eruptive and confined events. This
is particularly important, because the ion acceleration
can only be quantified in rather powerful events, where
gamma-ray line emission can be detected. The electron
acceleration can be detected in a much broader range
of flare sizes, but the characterization of the nonther-
mal electron energy content is often limited because of
uncertainty in quantification of the poorly constrained
low-energy cut-off in the nonthermal electron spectrum.
A more reliable way of the low-energy cut-off finding has
been proposed (Kontar et al. 2019) via a warm-target
model, which, however, relies on a number of model as-
sumptions.
Recently, Lysenko et al. (2018) described a class of

early impulsive “cold” flares, where the direct plasma
heating is weak or nonexistent, while most of the plasma
thermal manifestations is driven by impact of nonther-
mal electrons accelerated in the course of the flare.
Given that the thermal emissions from the cold flares
is somewhat low, the nonthermal X-ray emission dom-
inates the spectrum down to low energies, which per-
mits much lower low-energy cut-off values to be de-
rived, compared with a typical flare, even from the cold-
target fit. The thermal component can also be quantified
much more conclusively in the cold flares compared with
the normal flare. Indeed, a reasonably low-temperature
(∼ 10MK) component of the thermal plasma in a cold
flare can be spatially resolved with extreme ultraviolet
(EUV) data and, thus, studied in much greater detail
than the hotter flaring plasma visible in X-rays.
A few case studies of the cold flares reported that the

cold flares originate due to interaction between two mag-
netic flux tubes. For example, Fleishman et al. (2016)
analyzed a cold flare with a delayed heating and found
that the flare occurred due to interaction between two
magnetic flux tubes with strikingly different sizes—one
small and one big loop. However, in spite of this remark-
able difference in the loop sizes, the nonthermal acceler-
ated electrons divided between these two loops in com-
parable amounts. Intriguingly, the thermal response of
these two loops on the comparable nonthermal electron
impact was different, likely, because of the dissimilar ge-
ometry of the loops. In contrast, Motorina et al. (2020)
demonstrated that another nonthermal-dominated cold
flare occurred due to interaction between two flux tubes
with comparable sizes. In this case, the nonthermal elec-

trons were also divided roughly equally between these
two loops, which might indicate that the nonthermal
electron partition between two interacting loops is con-
trolled by local properties of this interaction, rather than
the loop sizes. However, the thermal responses of those
two loops were again different, likely, because of differ-
ences in the thermal plasma properties in the loops just
before the flare.
Here we investigate the SOL2014-02-16T064600 flare

that shares a number of properties with the cold flares,
although it does not pass the formal criterion for the
early-impulsive cold flares proposed by Lysenko et al.
(2018). This event is a rare (perhaps, the only) case
when a rather simple flare with a ‘single-spike’ impul-
sive phase was observed with IRIS so the kinetic energy
of turbulent and bulk plasma motions at the flaring loop
footpoints could be quantified based on the spectral line
analysis. A study of energy distribution, partitioning,
and evolution is facilitated by a unique combination of
the complementary data sources. However, some of the
essential data sets have noticeable temporal gaps, which
we attempted to fill with the data-constrained 3D mod-
eling (cf. Motorina et al. 2020).
We found that three distinct flux tubes are involved

in the SOL2014-02-16T064600 flare. However, unlike
the cold flares studied, two of these three flaring flux
tubes do not show any evidence of a significant nonther-
mal component. The nonthermal electron population is
only detectable in the largest and hottest loop; this loop
showed thermal-to-nonthermal behavior consistent with
the Neupert effect (Neupert 1968). The loops, however,
demonstrate a noticeable pre-heating phase, with no sig-
nature of any nonthermal electron component. The esti-
mated input of the nonthermal electron energy is insuf-
ficient to fuel the overall thermal response in this flare,
thus favoring an additional mechanism of plasma heat-
ing. The kinetic energies of the bulk and turbulent mo-
tions in the flare footpoints estimated from the shift and
width of the spectral lines appear to be much smaller
than either thermal or nonthermal energy of the flare.

2. OBSERVATIONS

The solar flare SOL2014-02-16T064600, GOES class
C1.5, occurred at ∼06:46 UT in AR 11974 with βγ-
configuration located at W56S12 (cosine of heliocentric
angle µ = 0.55). The flare displayed a short impulsive
profile with a single peak at ∼06:44:38UT in hard X-
ray (HXR) above 20 keV and in microwaves that lasted
about 20 s.
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Figure 1. Overview of the February 16, 2014 flare. (a)
RHESSI and Konus-Wind light curves; RHESSI light curves
during the orbital night are shown in light gray; (b) GOES
light curves; (c) the AIA light curves obtained from the se-
lected ROI (see Fig. 3); (d) NoRP+RSTN+BBMS dynamic
spectrum of the impulsive flare phase (the absolute peak of
the radio flux density is 50 sfu). Vertical dotted lines in-
dicate the impulsive phase shown in the bottom panel in
the microwave emission. The light gray area starting on
06:45:06UT after the exit from the RHESSI night shows the
8s fitted time intervals, the dark gray—the 12s fitted time
intervals, the darkest gray— the 20s fitted time intervals of
the RHESSI observations.

2.1. Overview of the instruments used in the analysis

The flare is observed with a unique combination of
space- and ground-based instruments throughout the
entire electromagnetic spectrum from radio waves to
HXRs, see Figure 1. Nevertheless, there are substan-
tial gaps in these data, which we attempt to fill with 3D
modeling.
In the HXR domain the event is observed by a few in-

struments: Reuven Ramaty High Energy Solar Spectro-
scopic Imager (RHESSI , Lin et al. 2002), Konus-Wind
(Aptekar et al. 1995; Pal’shin et al. 2014), and X-Ray
Telescope (XRT, Golub et al. 2007) on board the Hinode
mission (Kosugi et al. 2007). RHESSI missed the impul-

Figure 2. The background shows an IRIS SJ 1400 Å im-
age taken at 06:42:54 UT, just as small brightenings were
starting in the region. The RHESSI source, reconstructed
at three different energy bins during a time interval of 60 sec-
onds, overlays some of the brightenings. RHESSI contours
are rotated 0.2◦ clockwise about disk center as explained in
Section 2.2. The vertical dotted lines indicate three different
IRIS spectrograph slit positions with their times labeled, to
show the motion of the spectrograph slit across the solar
surface.

sive phase due to the orbital night, and recorded only
the thermal response phase (see Figure 1(a)). Konus-
Wind was not in triggered mode, so only low-resolution
G1 (21-80 keV) light curve is available (dark blue line,
Figure 1a).
IRIS (De Pontieu et al. 2014) carried out a 400-step

raster scan on February 16, 2014 from 06:16–07:19 UT.
Each raster step took 9.5 seconds, consisting of 8 s ex-
posure time plus overhead and encompassed an area of
0.′′33 × 174′′. This gives a total FOV of 141′′ × 174′′,
with the caveat that the different slit positions are not
obtained simultaneously. Fortunately, the IRIS slit was
just above the region of activity at the time of the flare.
For each slit position, IRIS recorded near UV (NUV)
and far UV (FUV) spectra in several spectral lines that
are described below. Figure 2 shows a context image
and the IRIS slit positions at different time steps.
Soft X-ray are available from the Geostationary

Operational Environmental Satellite (GOES , White
et al. 2005) (Figure 1(b)), while optical and EUV
data are available from Solar Dynamics Observa-
tory/Helioseismic and Magnetic Imager (SDO/HMI,
Scherrer et al. 2012) and SDO/Atmospheric Imaging
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Figure 3. AIA maps of the February 16, 2014 flare with overlaid RHESSI CLEAN image (Clean Beam Width Factor is
CBWF= 1.8) 30, 50, and 70% contours for 6-9 keV (red lines) and 15-25 keV (blue lines) for time interval 06:45:20 - 06:46:20 UT.
For co-alignment the RHESSI roll angle rhessi_roll_angle=-0.2 has been applied to rhessi_roll_center=(0, 0).

Assembly (SDO/AIA, Lemen et al. 2012) respectively.
The EUV light curves intergated over the region of
interest (ROI, see Figure 3) are shown in Figure 1(c).
In the microwave domain the flare occurred in the

time range covered by Siberian Solar Radio Telescope
(SSRT, Grechnev et al. 2003) and Nobeyama instru-
ments. Nobeyama Radioheliograph (NoRH, Nakajima
et al. 1994) finished observations a few minutes before
the event. SSRT was in a transition mode to a new in-
strument: the data were taken but no calibration has
been available at the time of the flare to produce im-
ages. The Solar Radio Spectropolarimeters (SRS, Mu-
ratov 2011) 2-24 GHz data were lost because of disk
failure (A.T. Altyntsev; private communication). The
available microwave data set includes Nobeyama Ra-
dio Polarimeter (NoRP, Torii et al. 1979) data at a
few frequencies, Radio Solar Telescope Network (RSTN,
Guidice et al. 1981), and the Badary Broadband Mi-
crowave Spectropolarimeters (BBMS, Zhdanov & Zan-
danov 2015) data at 4-8 GHz, the combined dynamic
spectrum is shown in Figure 1(d).

2.2. X-ray data

Hard X-ray observations of the flare impulsive phase
are only available in the Konus-Wind wide G1 channel
covering 21–80 keV range. The light curve with the time
cadence of 2.994 s recorded in the waiting mode, which
we combine with the microwave light curves to evalu-
ate the nonthermal electron escape time from the radio
source.
RHESSI HXR observations with high temporal (2 s)

and energy (1 keV) resolution provide information on
electrons in the range from ∼3 keV up to ∼30-50 keV,
as well as maps of X-ray sources with a spatial reso-
lution of ∼7" are only available in the decay phase of
the flare. RHESSI data available after the terminator
≈ 06 : 45 UT are used to produce images in the flare
decay phase at a few spectral intervals between 3 and
25 keV using CLEAN algorithm (Hurford et al. 2002)
with Clean Beam Width Factor CBWF= 1.8; see Fig-
ure 3.
A loop-like structure connecting foot-points is ob-

served during the impulsive peak with the Hinode/XRT
using various filters. The RHESSI images were ro-
tated by the roll angle rhessi_roll_angle=-0.2 using
rhessi_roll_center=(0, 0) to co-align with these Hin-
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ode/XRT images, which are properly co-aligned with
the SDO/AIA data.
GOES soft X-ray (SXR) data are shown in Fig-

ure 1(b). There is a preflare enhancement well seen in
both low and high energy channels at ∼06:43UT, which
are roughly co-temporal with IRIS enhancement from
box 1, shown in Figure 4, in 1400Å and 1330Å (see be-
low for IRIS data) and with SDO/AIA enhancement,
seen in time profiles in Figure 1(c) (see next section for
SDO/AIA data analysis).

2.3. EUV: SDO/AIA data

The standard EUV data set of the full solar disk is
available from six SDO/AIA (94, 131, 171, 193, 211,
335 Å) coronal passbands. The AIA images with ∼1.2"
spatial resolution have been taken with 12 s cadence, cal-
ibrated using the aia_prep.pro routine and normalized
by the exposure time. We focus on the EUV emission
from the ROI shown in Figure 3 to quantify the thermal
energy and its evolution in the coronal part of the flare.
We employ the Differential Emission Measure (DEM)
analysis technique applied to the entire ROI as well as
using the DEM maps with the methodology developed
and applied by Motorina et al. (2020, hereafter Paper
I) to a nonthermally dominated SOL2013-11-05T035054
solar flare. Some of the EUV images contain satura-
tion artifacts. Unsaturated images with shorter expo-
sure time are taken for the quantitative analysis of ther-
mal energy of the flare.

2.4. UV: IRIS data

The IRIS data show activity (impulsive enhancements
in a localized area) temporally coinciding with impulsive
emission from Konus-Wind and microwaves. This is vis-
ible in the slitjaw images with passbands around 1330 Å
and 1400 Å, which were obtained at a cadence of about
20 seconds. Figure 4 shows that the enhancements of
the more southern loop coincided temporally with the
X-ray and microwave emission, while the northern loop
brightened a few minutes earlier (while RHESSI was
still in orbital night). The average intensity inside the
two marked boxes is drawn in the right plots, for the
IRIS 1330 Å and 1400 Å passbands.
The spectra allow us to probe the bulk velocities of the

chromospheric and transition region plasma. We ana-
lyzed the spectral lines Si IV 1394 Å, Si IV 1403 Å, O IV
1399 Å, O IV 1401 Å, O IV 1405 Å, and Fe XXI 1354
Å, which form at different transition region to coronal
temperatures.
We verified that these spectral lines do not show irreg-

ularities (double-peaks as for example observed in strong
flares or supersonic flows) in our field of view and fitted

a Gaussian function, with a central wavelength λ0 and
FWHM ∆λ, to each pixel for each spectral line to de-
termine their Doppler velocities and Doppler widths and
thus to quantify the kinetic energy of the plasma flows
and turbulent motions.

2.5. MW data

As mentioned, there are no microwave imaging data
for this event. Only total power (spatially integrated)
spectroscopic data are available from several instru-
ments, including NoRP (with a significant flux at 3.75
and 9.4GHz and a weak signal at 17 GHz), RSTN (at
2.8, 5, 8.8, and 15.4GHz), and BBMS data at 4–8GHz.
These data were combined in a single synthetic dynamic
spectrum (see Fig. 1) as described in Lysenko et al.
(2018). The dynamic spectrum and single-frequency
light curves are employed in conjunction with the Konus-
Wind light curve and the 3D model of the flare to con-
strain the nonthermal energy deposition in this flare.

3. THERMAL PLASMA

3.1. Thermal plasma diagnostics with RHESSI

Given that RHESSI data are only available after
the Konus-Wind impulsive peak is over, our expecta-
tion is to employ RHESSI spectroscopy to quantify
the hottest thermal component of the flaring plasma
using OSPEX.1 The spectral fits were applied to the
background-subtracted data (detectors 1, 4, 5) every 8
s from 06:45:06 UT to 06:46:18 UT, every 12 s for the
interval 06:46:18-06:47:30 UT, and every 20 s for the
06:47:30-06:53:10 UT time interval for better statistics
(the intervals are respectively highlighted by light, dark,
and darkest gray areas in Figure 1(a)).
We attempted a two-temperature fit in the 3–17 keV

range, which returned a cool (T ∼ 10MK) and a hotter
(T ∼ 25MK) component. However, uncertainties of the
cool component parameters are very large; likely, be-
cause RHESSI calibration is unreliable below ∼ 6 keV.
In addition, the χ2 metrics were unacceptably high due
mainly to high residuals in the 3−7 keV range. Thus, we
only employ the hot component parameters (T2RHESSI

and EM2RHESSI) of this two-temperature fit, which are
shown in dark green in Figure 6.
To cross-check these results, we attempted an isother-

mal plus thick-target spectral model fit in the 7−25 keV
range, which resulted in a better χ2 metrics (χ2 < 3).
Two examples of the RHESSI fits, shown in Figure 5,
indicate that the nonthermal component is either very

1 For documentation see https://hesperia.gsfc.nasa.gov/
rhessi3/software/spectroscopy/spectral-analysis-software/index.
html

https://hesperia.gsfc.nasa.gov/rhessi3/software/spectroscopy/spectral-analysis-software/index.html
https://hesperia.gsfc.nasa.gov/rhessi3/software/spectroscopy/spectral-analysis-software/index.html
https://hesperia.gsfc.nasa.gov/rhessi3/software/spectroscopy/spectral-analysis-software/index.html
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Figure 4. Temporal evolution of IRIS intensities. The red boxes in the left image show the areas whose IRIS SJ intensities
were averaged to produce the lightcurves in the right plots. It is visible that the northern loop brightened in both 1330 Å
and 1400Å around 06:38 UT, when RHESSI was still in orbital night (and GOES did not show any significant enhancement),
while the southern loop brightened around 6:45 UT coincident with the emission from other wavelengths. The RHESSI and
Konus-Wind data are integrated over the whole solar disk and are shown normalized to the plot window.

weak or nonexistent. The time evolution of the fit pa-
rameters is shown in Figure 6. The thermal part of the
fit resulted in the well-constrained temperature (green
histogram in panel a) and emission measure (green his-
togram in panel b) consistent with that derived from the
two-temperature fit (dark green lines).
The nonthermal component, even though appeared to

be needed to return acceptably good fits, has large un-
certainties of the total integrated electron flux F0 (panel
c), the low energy cutoff Ec (panel d), and the spectral
index δ of the electron distribution function above Ec

(panel e). These figures confirm that there is a marginal,
if any, nonthermal component in the RHESSI data.
The RHESSI spectral model fits are used to quantify

the thermal energy of the hottest component of the flar-
ing plasma similarly to the estimate reported in Paper I.
The only distinction is that now we cannot estimate the
hot loop volume from data directly. Instead, we rely on
the loop volume (Loop II, VII = 7.75 × 1026 cm−3, see
Table 1) determined from 3D model devised in Section 5.

3.2. Thermal plasma diagnostics with SDO/AIA

SDO/AIA observations are used to characterise
plasma at temperatures 0.5-25 MK. To infer emission
measure and temperature, we first calculate the dif-
ferential emission measure (DEM) [cm−5 K−1] using
a regularization technique (e.g. Tikhonov 1963). The
total emission measure EMAIA [cm−3] and mean tem-

perature 〈TAIA〉 obtained from DEMs2 calculated from
the ROI (see Equations (1-2), Paper I) are shown in
Figure 6. The saturation effects, including a secondary
saturation (blooming) are within the errors. Figure 6
shows the evolution of EMAIA and 〈TAIA〉 with the
minimum preflare emission measure subtracted. Af-
ter the HXR impulsive peak, shown by Konus-Wind
light curve, both the emission measure and temperature
increase. Similar to 5-Nov-2013 solar flare studied in Pa-
per I, the values obtained from RHESSI and SDO/AIA
are different from each other, which could mean that
the two instruments see different sources with different
temperatures.
Applying the regularized inversion code to the

SDO/AIA data (Hannah & Kontar 2012, 2013) the
DEM maps have been created using the methodology
described in Section 2.3.2 of Paper I. The DEM maps
are then used to calculate the emission measure maps
EMAIA

ij [cm−3], the mean temperature maps 〈TAIA
ij 〉

[K], and the thermal energy density maps wAIA
ij [erg

cm−3] for all (i, j) pixels.
The 3D modeling of the flare described in Section 5

shows that the essential contribution to the EUV images
comes from relatively cold and dense Loop I (see Fig. 11

2 The solar plasma DEM analysis employs the CHIANTI
database that assumes the ionization equilibrium. The assump-
tion might be incorrect in case of the impulsive phase of the flare,
when plasma is transitioning to equilibrium. The coronal elemen-
tal abundances are used by default. This might be incorrect if
evaporated chromospheric plasma dominates the flare thermal re-
sponse.
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Figure 5. Two examples (06:45:14-06:45:22 UT, top panel,
and 06:45:22-06:45:30 UT, bottom panel) of RHESSI data
(in black) and fits (in light blue). The background is shown
in gray. The fit components are color coded as indicated
in the panels. The residuals are shown in bottom panels of
these two plots.

Table 1). Thus to estimate the thermal energy density
wAIA

ij the adopted length along the line of sight (LOS)
has been taken as a characteristic diameter of the mod-
eled Loop I (see Table 1), which is ldepth = 2r ≈ 3.8×108

Figure 6. Temporal evolution of T (a), EM (b), and non-
thermal parameters (c, d, e) for the February 16, 2014 flare.
(a) RHESSI temperature of the hot flare component (green
and dark green histograms) from two spectral fits (see text)
of the spatially unresolved full solar disk and AIA temper-
ature of the cooler flare component (black histogram) from
the ROI shown in Fig. 3. (b) RHESSI (green and dark green
histograms) and preflare-subtracted AIA (black histogram)
emission measure, inferred as described for the upper panel.
Red dashed histogram shows the Konus-Wind 21-80 keV
light curve [arb. units]. (c) Total integrated electron flux
F0, (d) low-energy cut-off Ec, and (e) spectral index δ ob-
tained from the RHESSI isothermal+thick target fit. Ver-
tical lines indicate the range of 1σ error on the fits of the
RHESSI data. The grayed out area indicates the time range
when the formal 1σ errors exceed the plot ranges.

[cm]. The values EMAIA
ij , 〈TAIA

ij 〉, wAIA
ij are calculated

using Equations (3–5) (Paper I), and are demonstrated
along with the chi-square (χ2 < 2, bottom left panel) in
animated Figure 7. Figure 7 shows the 29th time inter-
val (06:46:37-06:46:49 UT) of the animation. The mean
temperature is close to 12-14 MK during the flare, while
the emission measure and the thermal energy density
evolve dramatically. The saturation effects become vis-
ible after 06:45:01 UT just after the nonthermal HXR
peak time. A distinct boundary between two temper-
atures (∼8 and ∼12 MK) is seen in 〈TAIA

ij 〉 maps. We
interpret this as a projection effect when due to com-
plexity of the flare loop structure, hot Loop II (reddish
on Figure 7, top left panel) projects on cooler Loop I
(greenish). Note that the (pre)heating takes place in
both loops (I and II) before the impulsive energy release,
seen in the microwave and Konus-Wind data.

3.3. Thermal plasma diagnostics with IRIS

The coronal Fe XXI line is sensitive to plasma temper-
atures around 107 K. Signatures of Fe XXI are seen in
flare loops, indicating that hot plasma. However, these
signatures are weak (maximum of 1-2 DN/s, compared
to >10 DN/s for other spectral lines), which precludes
a reliable Gaussian fitting and thus a more quantitative
analysis. This also precludes the use of this spectral line
to estimate a coronal portion of the kinetic energy.
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Figure 7. Spatial distributions of plasma parameters de-
rived from SDO/AIA data with the regularized DEM inver-
sion technique. The temperature map is shown in the top left
panel; the emission measure map is in the top right panel; the
chi-square map is in the bottom left panel; and the thermal
energy density map is in bottom right panel. This Figure rep-
resents the 29th time interval (06:46:37-06:46:49 UT) of the
animation that shows the entire evolution of the flare ther-
mal parameters. To aid the eye, in each time frame we plot
the contours that indicate 20% of the thermal energy density
peak (in orange) and 20% of the emission measure peak (in
yellow). The temperature map is plotted only within the or-
ange contour. An animation is included with this figure. The
video shows the entire flare event starting on 2014 February
16 at 06:41:01 UT and ending the same day at 06:56:01UT.
The video duration is 19 s.

4. PLASMA MOTIONS IN THE FLARE

To quantify regular and random plasma motions of
the flare, we focus on the spectral lines of Si IV (1393.76
and 1402.77 Å) and O IV (1399.78, 1401.16, and 1404.78
Å), which form at temperatures of 104.8 and 105.1 K,
respectively (De Pontieu et al. 2014; Young et al. 2018).
Note that this temperature range pertains to the flare
footpoints, and does not capture the coronal portion of
the flare. Thus, these data quantify only a fraction of
the total kinetic energy in the flare.

4.1. Bulk plasma velocity

Gaussian fitting allows us to determine the displace-
ment of the Gaussian peak value λ0 from the expected
rest frame wavelength λji of the transition between the
levels i and j, which yields the bulk velocity due to the
Doppler effect:

vbulk
c

=
λ0 − λji
λji

, (1)

where c denotes the speed of light.
The Doppler fitting of Si IV 1394 is very reliable, with

few exclusions necessary: about 5% of the pixels were
below our selected cutoff for the noise (1.25 DN/s) and
were therefore excluded. Furthermore, we excluded pix-
els with cosmic rays, spikes, or defects (based on the
fitted FWHM ∆λ), amounting to 2% of the FOV.
Figure 8 shows enhanced Doppler widths at the loca-

tion of the RHESSI source in Si IV 1394 Å and also in
the more northern loop (0.5 Å vs. 0.2-0.3 Å in the quiet
Sun). Nearly identical values were obtained from Si IV
1403 Å (therefore not shown). The Si IV Doppler veloc-
ities were not very noteworthy and ranged between ± 20
km s−1, which is a common range also in the quiet Sun
as shown in the left panel. Excluded pixels are shown
in black for the Doppler widths and with a value of zero
(gray) for the Doppler velocity.

4.2. Turbulent plasma velocity

The total line broadening depends on three quantities:
the thermal line width 2kBTion

Mion
[km s−1], the instrumen-

tal broadening (σI) [km s−1], and the non-thermal line
width (vturb) [km s−1]. Thus, the FWHM ∆λ of a spec-
tral line in units of Å can be written as

∆λ =
λ0
c

√
4 ln 2

(
2kBTion
Mion

+ v2turb + σ2
I

)
. (2)

The IRIS instrumental broadening was determined both
by lab measurements (Tian et al. 2014) and by measur-
ing the O I 1355.598 Å line (De Pontieu et al. 2014),
and yielded for the spectral range around the Si IV line
about 30 mÅ (6.4 km s−1). The thermal broadening for
Si IV is 50 mÅ (≈ 11 km s−1), and for O IV 90 mÅ (≈ 19

km s−1).3

Because of the better signal to noise ratio, we use the
Si IV line to calculate the non-thermal line width based
on its Gaussian fits, which allowed us to determine the
total FWHM and solve Eq. 2 for vturb. We caution
that this is only an approximation because we derive
the FWHM by fitting single Gaussian, which may not
be entirely accurate in some flare pixels (Jeffrey et al.
2016). A visual inspection of the spectra shows that
this seems reasonable in most pixels, but there are pixels
with broad asymmetric spectra, whose origin probably is
a superposition of multiple atmospheric components, for
example multiple downflows of different velocities within
one pixel. Such pixels lead to an overestimation of the
turbulent velocities and therefore our number given here
is rather an upper limit.

3 https://iris.lmsal.com/itn38/

https://iris.lmsal.com/itn38/
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Figure 8. Left panel: Doppler velocities, obtained from Gaussian fitting to the Si IV 1394 Å line. Bad pixels (noise below
cutoff, cosmic rays, ...) were set to zero velocity. Negative (blue) values indicate the blue shift (towards the Sun; positive (red)
values indicate the red shift (outwards the Sun). 2nd panel: FWHM of the Gaussian, representing the Doppler widths. Bad
pixels are shown in black. The flare locations show enhanced Doppler widths, but no particularly unusual Doppler velocities.
3rd and 4th panels: similar plots for O IV where many more pixels are below the noise limit. The pixels above the noise limit
show similar properties as the corresponding ones in Si IV 1394 Å.

Figure 9. Spectra of example pixels (different colors)
showing the O IV lines near 1400 Å. The blue bars indicate
the wavelength range over which the intensity was integrated
to determine the total line intensity used to calculate the
line ratios. It is visible that the O IV lines are weak and can
often be below the noise level. In case of large velocity flows,
the 1401.16 Å line can be blended by the nearby Si IV line,
further complicating determining its integrated intensity.

4.3. Density diagnostics using O IV lines

Several O IV lines are observed in IRIS ’ spectrum.
They are generally weak, but are visible in some loca-
tions, particularly around our flare loops. We carried
out a similar Doppler fitting of the O IV 1401.156 Å line
and in this case, 73% of all pixels had to be excluded
due to being too noisy and an additional 5% because of
cosmic rays or the fitted FWHM being below our cut-
off (50 mÅ). Nevertheless, the good pixels appeared to
have very similar properties to Si IV 1394 Å. We there-
fore later use the Si IV 1394 Å Doppler velocity as a
proxy for the O IV 1401.156 Å Doppler velocity.
Line intensity ratios of several O IV lines around

1400Å can be used as diagnostics for electron densi-

ties in the range of 109 - 1011 cm−3 and weakly up to
1012 cm−3 (e.g. Flower & Nussbaumer 1975; Doschek
et al. 2016; Polito et al. 2016; Young et al. 2018). Our
goal is to estimate the electron density near the RHESSI
source to be able to calculate the kinetic energy density.
We use the ratio of the O IV 1399.8/1401.2 lines because
it is least blended as shown in the example spectra in
Fig. 9. A drawback is the low intensity of the 1399.8 Å
line, which is below the noise level for many pixels. We
integrate over a range of 0.8 Å (indicated with blue lines
in Fig. 9) and apply selection criteria on the integrated
intensity and the ratios to exclude noise, cosmic rays,
or unusual spectra. We visually verified that the re-
maining spectra show regular line profiles and produce
ratios in the expected range (0.18-0.42). We assumed
thermal and ionization equilibrium to apply this den-
sity diagnostic. Although it is difficult to firmly justify,
considering the weakness of the flare, plus that the slit
crossed it after its impulsive phase, we do not expect big
errors with this assumption. Figure 10 shows our result-
ing ratios and densities. The ratios (middle panel) can
only be determined near the flare site. Black indicates
a ratio near zero, meaning that the 1399 Å line is below
the noise level, while white pixels indicate that one of
the exclusion criteria was met, which includes too small
integrated intensities, and abnormal ratios e.g. due to
cosmic rays or large Doppler velocities and thus blend-
ing of the Si IV line. Even though the accuracy of this
method can be debated, mostly because of the low O IV
signals in the present observation, the figure shows that
the densities of our region of interest are around 1011–
1012 cm−3 with few (measurable) densities below those
values.
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Figure 10. Left: Si IV intensity showing the flare loops and overplotted RHESSI contours (identical color-coding to Fig. 2).
Middle panel: Ratio of integrated intensities of the O IV 1399.8/1401.2 Å lines. White and black pixels met one of the exclusion
criteria (see text). Right panel: Ratio converted to densities. The colorbar indicates the log of the densities, which can range
from 109 – 1012 cm−3.

5. MODELING AND MODEL VALIDATION

Using the data described in the previous section, we
are in the position to quantify the thermal and kinetic
energies, but we cannot quantify the nonthermal energy
(deposition) with the available data alone; cf. Paper I.
Here, to estimate the nonthermal electron component in
the flare, we are forced to combine the incomplete mi-
crowave and Konus-Wind data with 3D modeling of the
flare based on NLFFF reconstruction. This reconstruc-
tion has to be initiated with the photospheric vector
boundary condition available for this event from both
SDO/HMI and Hinode/SOT.

5.1. Model creation via the pipeline

In this study we employed the automated model pro-
duction pipeline (Nita et al. 2021; in preparation) based
on the NLFFF extrapolation code (Fleishman et al.
2017a) initiated with an SDO/HMI vector magnetogram
taken at 06:34:12UT. Visual inspection of automati-
cally downloaded base maps does not reveal any appar-
ent inversion or π-disambiguation artifact; so the model
did not require any manual correction (cf. Anfinogentov
et al. 2019).

5.2. Selection of the flaring loops

The NLFFF 3D magnetic data cube is imported in the
modeling tool, GX Simulator (Nita et al. 2015, 2018),
where the flaring flux tubes are interactively created.
The GX Simulator functionality permits computation
(and visualisation) of selected magnetic field lines such
as to match available flare images. In our case, we used
only images of thermal emission obtained from RHESSI
data at various energy ranges and also emission mea-
sure (EM) maps obtained from the DEM/AIA maps.
This yielded two distinct flux tubes; Loops I and II, see
Figure 11 and Table 1.

a

c d

b

I

II

III

Figure 11. The 3D model with three flux tubes (closed
loops), which are labeled with their numbers (I–III) in panel
a. a: magnetic flux tubes; b: distribution of thermal num-
ber density in the flux tubes; c: distribution of nonthermal
number density in the flux tubes (in Loop II only); d: dis-
tribution of the temperature in the flux tubes. Red lines
indicate the outer borders of magnetic data cube, where the
coronal magnetic model has been computed. The bottom of
the data cube shows the photospheric LOS magnetogram.
The blue lines outline the scanbox from the outer (upper
left) boundary of which the emissions are computed within
the GX Simulator. The arrow in panel d shows the solar
north direction. An animation is included with this figure.
The video sequentially shows 360o rotations of panels (b),
(c) and (d). The video duration is 9 s.

Guided by the thermal plasma parameters derived
from the OSPEX fit to the RHESSI data and EM maps
obtained from AIA data, we succeeded to reproduce
most of the imaging data, but the eastern source at the
RHESSI 3-6 keV image. To reproduce this source, we
created one more flux tube (Loop III) filled with a rela-
tively cool plasma (10MK). The magnetic field profiles
along the central (reference) field lines in all these three
loops are shown in Figure 12. With these three loops
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Figure 12. Distributions of the absolute value of the mag-
netic field along the spines of three flux tubes selected for 3D
modeling of the flare.

all thermal images are closely reproduced in the model;
Figure 13. Loop III projects on the IRIS Fe XXI source
indicative of the 10MK plasma there; see Figure 13. Fig-
ure 13 also illustrates the effect of the RHESSI point-
spread-function (psf), which smears contributions from
various thermal flux tubes out, producing a (misleading)
visual impression that only one single loop is present.

5.3. Population of the flaring loops with nonthermal
electrons

The next step of flare model creation is populating the
flux tubes with nonthermal electron components, which
ideally to be guided by images of nonthermal emission.
However, such images are not available in our case; thus,
we are forced to employ the only available microwave
spectral data. To be specific, we focus on the microwave
emission peak time at 06:44:41UT.
There could be an ambiguity how exactly to distribute

nonthermal electrons between three available thermal

loops of our model given the absence of the relevant im-
ages. Moreover, bulk of the flaring microwave emission
from a flare can come from entirely different flux tubes,
not visible as a thermal source (Fleishman et al. 2017b;
Kuroda et al. 2018).
Luckily, for the given flare this ambiguity can be

largely removed due to strong sensitivity of the gyrosyn-
chrotron spectrum to the magnetic field in the emission
source (Fleishman et al. 2020, Supplementary Materials
including movie S2): the stronger the magnetic field the
larger the spectral peak frequency. Combining this prop-
erty of the gyrosynchrotron spectrum with dependence
of its high-frequency slope on the nonthermal electron
energy spectrum and of its low-frequency slope on the
source geometry (Fleishman et al. 2020), we found, that
populating either Loop I or III with noticeable amount
of nonthermal electrons results in overestimating the
microwave emission at high frequencies and, simultane-
ously, underestimating it at the low frequencies.
This conclusion appears model-independent and re-

lated only to the fact that the magnetic field is too high
in those two loops: if we match the spectral peak fre-
quency, then, the model flux level is way too low; if we
match the flux level (at a high frequency), then the spec-
tral peak frequency is much higher than observed. Af-
ter careful investigation, we concluded that energetically
dominant fraction of the nonthermal electrons must be
located in Loop II4; see Table 1, with which we can nicely
reproduce the synthetic microwave spectrum as shown in
Figure 14. The model outlined in Table 1 is consistent
with all available observational constraints and, thus,
validated by the data.
With this model we can also check if the presence

of a modest nonthermal component derived from the
RHESSI fit in Section 3.1 is consistent with the data.
To this end, we populated flux tube 2 with nonthermal
electrons consistent with the RHESSI fit and computed
the microwave emission. We found that the microwave
emission produced by this nonthermal electron popula-
tion is below the 1 sfu level at all frequencies and, thus,
not observable. Therefore, we cannot confidently ex-
clude the presence of a nonthermal electron population
as derived from the RHESSI fit even that the uncertain-
ties of the associated parameters are rather large.

4 It would be desirable to estimate the upper limits of the non-
thermal electrons in flux tubes I and III; but it is hard to do
without imaging data. The only safe statement would be that
those numbers are undetectably small vs Loop II numbers.
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Figure 13. GX Simulator-generated X-ray images from the three-loop model integrated over the ranges 3-6, 6-9, 9-15, and 15-25
keV, convolved with the RHESSI PSF (first row) and non-convolved (second row). The RHESSI CLEAN 10, 30, 50, 70, 90%
contours (green lines) at the same energy ranges are overplotted. In addition, the integrated IRIS intensities at 1353.9-1354.15Å
(Fe XXI) are shown in panels a and b (magenta). The bright FeXXI emission comes from Loop 3 as well as the eastern RHESSI
source at 3-6 keV. The bottom row shows cleanly three distinct contributions from three model loops. These contributions
are smeared out by the finite spatial resolution and so not distinguishable in the top row. RHESSI images are synthesised
for the time range 06:45:20-06:46:20UT. The IRIS image is for the time range when the slit crossed this region, which lasted
about 15 minutes. To co-align the RHESSI and model maps, we applied the RHESSI roll angle rhessi_roll_angle= −0.2 to
rhessi_roll_center=(0, 0), similarly as in Fig. 3. This roll angle is equivalent to y shift of −4′′. This is applied to 3 keV maps
and to non-convolved maps, while ∆x = 1′′, ∆y = −2′′ was applied to higher-energy convolved maps. This additional mismatch
might be provided by an error of the connectivity reconstruction in the NLFFF model (Fleishman et al. 2019), or a minor
inaccuracy in the spatial distribution of the the thermal plasma in loop 2 (longest, hottest one).
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Figure 14. (a) The observed RHESSI X-ray spectrum for
time interval 06:45:14-06:45:22UT (asterisks) and the cor-
responding simulated spectrum (histogram) from the 3D
model. Contributions from three distinct model loops are
shown by various lines. (b) The same for the radio domain
with NoRP, RSTN, and BBMS data at 04:44:41UT (circles)
and the simulated microwave spectrum (black solid line).
Only total model spectrum is shown because contributions
to the radio emission from Loops I and III are negligible.
Note: the time frames selected for panels (a) and (b) are
not the same because of RHESSI night during the impulsive
flare phase.

6. ENERGY PARTITIONS AND EVOLUTION

In this section we use the model and the data analysis
products described above to quantify energies, energy
partitions, and evolution thereof.

6.1. Thermal energy derived from EUV data

The total AIA-derived thermal energy of the flare in
the FOV is obtained from the spatial distribution of the
thermal energy density wAIA

ij , computed from the reg-
ularized DEM maps in Section 3.2, by adding up the
contributions from all pixels in the FOV:

WAIA
therm(t) = Spx ldepth

Npx∑
i=1

Npx∑
j=1

wAIA
ij (t) [erg]. (3)

The animated Figure 7 shows that in addition to the
evolution of the main flaring source, there is some dy-
namics in the top and bottom boxes (outlined in the
Figure by gray and light gray contours). We cannot re-
liably conclude if this dynamics is related to the flare
or independent. To estimate contributions from those
boxes to the thermal energy we show them along with
the one from the middle (black) box in Figure 15a. The
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Table 1. Summary of the 3D model

Parameter Symbol, units Loop I Loop II Loop III

Geometry :
Length of the Central Field Line l, cm 1.448 × 109 6.345 × 109 2.535 × 109

Reference radius of the flux tube at looptop r, cm 1.9 × 108 1.52 × 108 1.52 × 108

Model Volume;
[∫
n0dV

]2
/
∫
n2
0dV V , cm3 7.27 × 1025 7.75 × 1026 4.03 × 1025

Thermal plasma:
Emission Measure,

∫
n2
0dV EM , cm−3 8.91 × 1046 1.57 × 1046 2.58 × 1046

Mean Number Density,
∫
n2
0dV/

∫
n0dV nth, cm−3 3.5 × 1010 0.45 × 1010 2.53 × 1010

Temperature T , MK 9 25 10
Instant Total Thermal Energy Wth, erg 0.95 × 1028 3.61 × 1028 4.23 × 1027

Nonthermal electrons:
Total electron number Nb, cm−3 − 2.41 × 1035 −
Low-/High- energy Cutoff E0, MeV − 0.01/2 −
Spectral Index δ − 3.9 −
Instant Total Nonthermal Energy Wnth, erg − 5.87 × 1027 −

middle box uses the LOS depth ldepth = 3.8 × 108 cm,
which is comparable to the width of the loops, while two
other boxes employ ldepth = 7.6 × 107 cm, because the
dynamic features are only about 1′′ wide. The Figure
shows that the contributions from the top and bottom
boxes are small compared with the main one; however,
they display a behavior correlated in time with the main
flaring box. This could indicate that the flaring process
spreads out over a region larger than the main flaring
loops. In what follows we, however, focus on the main
flare region—the middle box.
Figure 15b displays further details of the thermal

energy distribution and evolution within the middle
(black) box in Figure 7. Here the green/magenta lines
show the thermal energy computed for two different
green/magenta ROIs in Figure 7. These two ROIs are
selected such as to inscribe the two different flaring
loops as closely as possible. Note that this loop sep-
aration cannot be perfectly done because one of the
loops projects onto the other. The magenta and green
symbols show the thermal energies computed by the
volume integration of the thermal energy densities in
flux tubes I and II, respectively. Although they agree
with the data within a factor of two, they do not match
each other perfectly. There are two possible causes of
these mismatches: (i) the already mentioned projection
effect and (ii) the ambiguity in determining the depth of
the source, for which only a rough estimate is available
from the data. Potentially, the values derived based on
the 3D model are more precise as they are free from the
LOS ambiguity. The dashed green-magenta line shows
the sum of those two contributions, while the black one
shows the thermal energy from the entire middle (black)
box. This suggests that there is some thermal flare en-

ergy outside the most distinct loops, even though the
loops give dominant contributions to the thermal energy
budget.
In all cases, a minimal preflare energy from the cor-

responding box or ROI was subtracted; for the middle
(black) box this minimal preflare value is WAIA

therm,min =

2.54× 1028 [erg], which comes from the non-flaring pix-
els in the FOV. Evolution of this energy (from the black
box) is shown in Figure 16 in black. Its peak value is
about 7× 1028 [erg].

6.2. Thermal energy constrained with X-ray data and
3D modeling

To calculate the thermal energy detected by RHESSI ,
we use the emission measure and temperature obtained
from the RHESSI fit (to be specific, we only employ
here the single-temperature + thick-target fit; see Sec-
tion 3.1 and green lines in Fig. 6; the alternative, two-
temperature fit, yields very similar results):

WRHESSI
therm = 3kBTRHESSI

√
EMRHESSI × V [erg], (4)

where V is the volume of the corresponding thermal
source. Here we use the model volume of Loop II from
Table 1. The evolution of this energy is shown in Fig-
ure 16 in green; the peak value is about 5× 1028 [erg].
We note that RHESSI is mostly sensitive to the

hottest plasma within the FOV, namely for emission
from flaring loop II in our case, which is also quanti-
fied by the AIA data in the previous section, see the
green line in Figure 15b. It is instructive to compare
these two green curves. The RHESSI -derived thermal
energy has a peak around 06:47UT, where the tempera-
ture is the largest (about 30MK), while the AIA-derived
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Figure 15. (a) Evolution of thermal energy computed from
the DEM maps inside three boxes outlined by black, gray,
and light gray contours in Figure 7. (b) components of the
thermal energy inside the black (flaring) box in Figure 7:
green/magenta lines correspond to green/magenta ROIs; the
dashed green-magenta line shows the sum of them; the black
line show the result for the entire box (same as the black line
in panel a). The red and green symbols indicate the model
values of thermal energies Loops 1 and 2, respectively; see
Table 1.

thermal density of this loop has a peak one minute later,
when the plasma cooled down to ∼20MK or less. The
two energies agree well after that. The reason of the mis-
match between these energies at the early decay phase is
the well-known fact that AIA is not sensitive to plasma
above∼20MK; thus, AIA-based thermal diagnostics un-
derestimates the thermal energy of that hot plasma, to
which RHESSI is the most sensitive.

6.3. Bulk kinetic energy at the flare footpoints

Knowing the densities and the velocities, we can cal-
culate the energy density wIRIS

bulk as

wIRIS
bulk = 1.2 · ne ·mp ·

v2bulk
2

[erg cm−3], (5)

where ne is the electron density, the factor 1.2 appears
because of ions, mp is the proton mass (1.67 · 10−24 g).
We use the electron density determined from the O IV
line ratios and the Si IV Doppler velocities because of
the better Gaussian fits due to the higher signal and
because Si IV velocities were found to be very similar to
the O IV velocities.
We determined which IRIS pixels lie inside the 50%

RHESSI 6-9 keV contour and calculated the energy den-
sity for all of them (where possible, unless the den-
sities were unavailable). We then obtained an aver-
age energy density inside this area (0.12 erg cm−3)
by averaging over the valid pixels. To estimate the
total bulk kinetic energy within the flare footpoints
W IRIS

bulk =
∫
wIRIS

bulk dV ∼ wIRIS
bulk V , we estimate the volume

V as a product of the number of pixels (1711) inside the
contour and the pixel volume, assuming a height of 1
Mm. IRIS observed with 0.′′166/pixel = 120 km/pixel,
giving a pixel area of 1.44 · 1014 cm2 and thus a volume
of 1.44 · 1022 cm3. This gives a total bulk kinetic energy
for this volume of W IRIS

bulk ∼ 3 · 1024 erg.

6.4. Turbulent kinetic energy at the flare footpoints

We determined the turbulent kinetic energy density
wIRIS

turb similarly to wIRIS
bulk in Sect. 6.3 by replacing vbulk

with vturb in Eq. (5) and considering the same valid pix-
els inside the 50% RHESSI contour. The average turbu-
lent energy density in this area is 2.7 erg cm−3. Similarly
to Sect. 6.3, we obtain the total energy by multiplying
this energy density by the same volume as in Sect. 6.3.
The total turbulent kinetic energy for this volume is then
W IRIS

turb ≤ 7 ·1025 erg, which is less than 0.1% of the flare
thermal energy and about 0.15% of the nonthermal en-
ergy deposition. NeitherW IRIS

bulk norW IRIS
turb are shown in

Figure 16 as they are indistinguishable from the bottom
axis.
We compare this turbulent energy detected in the flare

footponts with the turbulent energy in a coronal flare
volume. Kontar et al. (2017) employed the Hinode/EIS
data to find the turbulent flare energy in a cusp region,
which appeared to be less than 1% of the released en-
ergy at any given time instance. The detected here ki-
netic turbulent energy at the flare footpoints, presum-
ably driven by precipitating particles, is one order of
magnitude lower than that in the corona reported by
Kontar et al. (2017).
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6.5. Quantification of the nonthermal energy with
X-ray and microwave data and 3D modeling

As previously mentioned, RHESSI missed the impul-
sive phase of the flare, while Konus-Wind recorded the
impulsive phase in the G1 channel only in the waiting
mode. Thus, nonthermal energy and the rate of the non-
thermal energy deposition can only be estimated indi-
rectly using the microwave spectrum and available mi-
crowave and Konus-Wind light curves. In Section 5.3
we determined the population of nonthermal electrons
needed to reproduce the observed peak microwave spec-
trum that occurred at 06:44:41UT. The corresponding
instant nonthermal energy is Wnth = 5.87 × 1027 erg at
that time.
Now, to estimate the nonthermal energy deposition

rate we need to estimate the escape time τesc of the
nonthermal electrons from loop II. To do so, we con-
sider lag-correlation between the HXR G1 Konus-Wind
light curve and the microwave light curves at 3.75 and
9.4GHz obtained with NoRP. This lag-correlation anal-
ysis shows that the 9.4GHz light curve is delayed by
∼0.5 s relative to the Konus-Wind light curve, while the
3.75GHz—by ∼2 s. Thus, for our order-of-magnitude
estimate, we select a characteristic value τesc = 1 s,
which yields Ẇnth ≈ 5.87×1027 erg s−1 at the flare peak
time. To obtain the total deposition of the nonther-
mal energy, we multiply this peak value by the HXR
light curve duration, 8 s, at the level of half maximum:
Wnth tot ≈ 4.7× 1028 erg.
The nonthermal energyWRHESSI

nonth potentially captured
by RHESSI after the impulsive phase was computed as a
cumulative sum using the parameters from the RHESSI
fits:

WRHESSI
nonth =

t∫
t0

F0Ec
δ − 1

δ − 2
dt [erg], (6)

where t0 is the end of the RHESSI night, while the
F0, Ec, and δ are the thick target parameters (see Sec-
tion 3.1) from the fitting of the RHESSI data displayed
in Figure 6c-e; WRHESSI

nonth is shown in dashed blue in Fig-
ure 16. We note that these thick-target fit parameters,
especially F0, come with very large uncertainties and,
might overestimate the nonthermal energy deposition.
However, as has been shown, the presence of such a
nonthermal population does not contradict any available
data. For example, the microwave emission produced by
such a population does not overestimate the observed
microwave emission. The presence of this nonthermal
component is also consistent with the behaviour of the
thermal energy at the hot loop, which reaches the peak
exactly when this nonthermal component is over.

Figure 16. Evolution of energy components in the Febru-
ary 16, 2014 flare. Thermal energy WRHESSI

therm (Eq. 4) com-
puted using thermal part of the RHESSI fits is shown in
green, while the thermal energy WAIA

therm (Eq. 3) computed
from the middle/black box of the AIA DEM maps is shown
in black. The grayed out portion of the plot indicates the
RHESSI night. Normalized Konus-Wind light curve indi-
cating the flare impulsive phase is shown in magenta, while
the red histogram shows the rate of RHESSI nonthermal
energy deposition dWRHESSI

nonth /dt [arb. units]. The nonther-
mal energy input inferred from the validated 3D model is
shown in a light blue step-function. The red, green, and yel-
low symbols indicate the model values of thermal energies
in Loops 1, 2, and 3 respectively; see Table 1. Cumulative
nonthermal energy deposition WRHESSI

nonth after the impulsive
phase obtained using parameters of the nonthermal part of
the RHESSI fits (Eq. 6) is shown in dashed blue histogram.

6.6. Evolution of the energy partitions

Here we briefly summarize the evolution of the en-
ergy partitions at the course of the three phases of the
flare—the pre-impulsive, the impulsive, and the main
phase. We only consider Loops I and II as we do not have
enough constraints to quantify evolution of Loop III. At
the pre-impulsive phase, we observe a modest heating
of Loops I (T ∼ 9 − 10MK) and II (T ∼ 13 − 14MK).
No signature of any nonthermal component is present
at this phase. This phase is followed by a very short
(20 s) impulsive phase, when the release of the nonther-
mal energy observed in the microwave and HXR ranges
are immediately followed by a thermal response in Loops
I and II. The heating continues for a few more minutes
into the main phase of the flare. Both pre-impulsive and
main flare phases require an extra heating in addition
to the heating due to nonthermal electron loss.
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6.7. Magnetic energy available for the flare

The described above components of the flare energy
must have come from the free magnetic energy avail-
able in the AR (Fleishman et al. 2020). To check if
the needed magnetic energy existed in the AR before
the flare and nail down its changes associated with the
flare we resort to 3D magnetic reconstructions. To do so
we fixed the Carrington coordinates of our model FOV
and created sequences of potential and NLFFF recon-
structions computed for seven consecutive time frames
between 6:00 and 7:12UT roughly centered at the flare
time. This approach preserves the reconstruction vol-
ume for different time frames and minimizes possible
uncertainties due to solar rotation. We employed two
different disambiguation algorithms for the transverse
component of the photospheric magnetic field (Metcalf
1994; Rudenko & Anfinogentov 2014) and found only
very minor differences between solutions, which cross-
validates them.
The total magnetic energy in each data cube is

straightforwardly computed as WB =
∫
B2dV/(8π),

which fluctuates less than 1% around ≈ 1.2 × 1033 erg
for all our potential extrapolations and around ≈
1.1×1033 erg for the NLFFF extrapolations. Therefore,
we cannot derive the free magnetic energy because the
magnetic energy in all NLFFF cubes appeared slightly
smaller, by less than 10% in all cases, than the corre-
sponding potential magnetic energy. This is a known
problem of reconstruction algorithms associated with
numerical residuals of ∇ · B, which are theoretically
equivalent to zero, but in the numerical solutions—not
(De Rosa et al. 2015).
We estimated uncertainties of the total magnetic en-

ergy as follows: (i) by finding differences of the total
magnetic energy between two successive (in time) data
cubes and (ii) by finding differences between two simul-
taneous models extrapolated from the bottom boundary
condition obtained with two different π-disambiguation
methods (Metcalf 1994; Rudenko & Anfinogentov 2014).
The magnetic energy uncertainties estimated this way
are above ∼ 3×1030 erg. This is more than one order of
magnitude above the required flare energy, ∼ 1029 erg;
thus, the decrease of the magnetic energy due to the
flare cannot be detected using the NLFFF extrapolation
method. The total energy released in the flare comprises
only less than 0.01% of the total magnetic energy. We
conclude that the presence of the required free magnetic
energy in this AR is highly likely.

7. DISCUSSION

In this study, we have analysed energy partitioning,
its evolution, and spatial distribution in flaring loops.

We found three distinct consecutive heating episodes,
while only one single episode of nonthermal emission.
The first pre-heating episode (a precursor?) preceded
the nonthermal impulsive peak, the second one appeared
as a response on the impulsive peak, while the third
one occurred later at the main flare phase without any
obvious connection with the impulsive nonthermal peak.
From the timing of the event, we can conclude that only
a portion of the flaring plasma heating was driven by
nonthermal electron losses, while the remaining portion
was driven by another agent, which could be, e.g., a
direct heating by magnetic reconnection or heating by
accelerated ions or something else.
The distribution of the energy components over the

three flaring loops involved in the event is highly un-
even. While the plasma heating takes place in all three
loops, the nonthermal electrons are present in one loop
only—that showing the strongest plasma heating. The
nonthermal energy deposition is sufficient for the post-
impulsive heating in the flaring loop with nonthermal
electrons, while insufficient for the first and third heat-
ing episodes.
The flare-integrated energies are: (i) the thermal en-

ergy ∼ 1029 erg; (ii) the nonthermal energy deposition
∼ 5 × 1028 erg; (iii) the turbulent kinetic energy at the
footpoints ∼ 7×1025 erg; (iv) the bulk kinetic energy at
the footpoints ∼ 3×1024 erg. These comprises less than
only 0.01% of the total magnetic energy of the AR.
The kinetic energy detected in our study, presumably

driven by nonthermal electrons precipitating at the foot-
poins, represents only a minor fraction of the released
energy and so energetically unimportant. We note that
kinetic energy of plasma motions could be measured
in UV, EUV, and soft-X-rays and the different spec-
tral lines tell us about moving plasma at different tem-
peratures and in different layers of flaring atmosphere.
So the kinetic energy (energy density) estimates could
be different for different parts of a flare. With IRIS
UV data we have only estimated a portion of the ki-
netic energies in the flare footpoint, while this energy
remains unconstrained in the flare coronal volume. The
only available coronal spectral line in our case is Fe XXI,
sensitive to the 10MK plasma, which is weak and not
suitable for quantitative fitting with a gaussian spectral
profile. In principle, some portion of the kinetic energy
in the corona could be estimated from apparent motions
of the hot flaring plasma, which are, however, not seen in
the animated Figure 7, where all apparent changes indi-
cate a temporal evolution of the plasma temperature and
emission measure, rather than any change of the source
morphology, which could be attributed to plasma mo-
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tions. This means that no available diagnostic reveals
any measurable coronal kinetic energy in this flare.
The flare properties summarised above place our event

somewhere in between “normal” flares with a thermal
precursor and nonthermally-dominated (“cold”) flares.
The estimated total deposition of the nonthermal en-
ergy is only a factor of two lower than the detected
thermal energy; considering uncertainties of these es-
timates this might be sufficient to account for the ther-
mal energy of the flare in agreement with a conclusion
of Emslie et al. (2012) obtained for a set of powerful
flares. However, the detailed analysis of timing of ther-
mal and nonthermal emissions as well as of spatial place-
ments of the thermal and nonthermal energies between
the three flaring magnetic flux tubes rules out such an
option. Meanwhile, one of the flaring loops, Loop II in
our model, shows close similarity to the nonthermally-
dominated “cold” flares: there is a clear Neupert effect
timing between the impulsive nonthermal emission and
thermal response in Loop II, although even here a pre-
heating is detected. The nonthermal energy deposition
matches well the thermal energy detected in this flare,
while the associated kinetic energy from the flare foot-
points adds only a minor fraction to the overall energy
budget. This implies that the nonthermal energy is pri-
marily dissipated to the thermal energy rather than to
bulk or random motions of the ambient plasma.
For comparison, in the nonthermally-dominated 2013-

Nov-05 flare described in Paper I, all (two) flaring loops
contain accelerated nonthermal electrons and are heated
due only to losses of those nonthermal electrons. The
nonthermal electrons were divided roughly equally be-
tween those loops, but the thermal responses of those
loops were different from each other. Motorina et al.
(2020) proposed that the thermal response of a loop dif-
fers depending of the initial plasma density in the loop
just before the episode of the energy release. In the
2014-Feb-16 flare, studied here, we observe more dissim-
ilarity between the loops involved in the flaring. Only
one of them contains a detectable amount nonthermal
electrons (at the peak time) and only in that loop where
the heating is dominated by losses of the nonthermal
electrons. Two other flaring loops are heated, presum-
ably, by some other means. We note that the initial
densities in the loops are different from each other. The
nonthermal electrons are observed in the most tenuous
and hottest of the three loops. This loop is heated up
to highest temperatures compared with the “directly”
heated loops. A similar behaviour, with the largest tem-
perature detected in the most tenuous loop, is detected
in the nonthermally-dominated 2013-11-05 flare. We,
therefore, propose that not only the magnetic structure

in the flaring volume, but also initial distribution of the
thermal plasma plays a crucial role in deciding how the
released energy is apportioned between the thermal and
nonthermal components and how these energies are di-
vided between various flaring loops.
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