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Abstract

We investigate the performance of six methods for predicting the CME time of arrival (ToA) and
velocity at Earth using a sample of nine Earth-impacting CMEs between May 2010 and June 2011. The
CMEs were tracked continuously from the Sun to near Earth in multi-viewpoint imaging data from
STEREO SECCHI and SOHO LASCO. We use the Graduate Cylindrical Shell (GCS) model to estimate
the three-dimensional direction and height of the CMEs in every image out to ∼200 R�. We fit the derived
three-dimensional (deprojected) height and time data with six different methods to extrapolate the CME
ToA and velocity at Earth. We compare the fitting results with the in situ data from the WIND spacecraft.
We find that a simple linear fit after a height of 50R� gives the best ToA with a total error ±13 hours. For
seven (78%) of the CMEs, we are able to predict the ToA to within ±6 hours. These results are a full day
improvement over past CME arrival time methods that only used SOHO LASCO data. We conclude that
heliographic measurements, beyond the coronagraphic field of view, of the CME front made away from the
Sun-Earth line are essential for accurate predictions of their time of arrival.

1. Introduction

In the last few decades, we have discovered
that the space environment around our planet
is as dynamic as terrestrial weather. The source
of this space weather is the Sun which pro-
duces winds and storms that affect modern
infrastructure. The most geo-effective aspects
of space weather are coronal mass ejections
(CMEs) which are analogous to terrestrial hur-
ricanes. These powerful storms, comprised of
plasma and magnetic fields ejected from the
solar corona, can significantly disrupt Earth’s
magnetosphere and cause a range of terres-
trial effects from the aurora to ground induced
currents. CMEs were first observed in visible-
light coronagraphs (Tousey and Koomen, 1972) as
bright large-scale density enhancements prop-
agating outwards from the Sun. Signatures of
CMEs are also seen in situ plasma and mag-
netic field data (Cane et al., 2000). In situ mea-

surements at Earth give us the real-time arrival
and physical properties of geo-effective CMEs.
Throughout the paper, we use the term CME
to describe both the imaging and in situ obser-
vations.

Since mid-2007, we are able to continuously
monitor the propagation of CMEs from the Sun
to Earth using the observations from the Sun-
Earth Connection Coronal and Heliospheric
Investigation (SECCHI; Howard et al. 2008) in-
strument suite aboard the Solar TErrestrial REla-
tions Observatory mission (STEREO; Kaiser et al.
2008). However, even with complete coverage
of the Sun-Earth line with visible-light imaging
data, it remains difficult to accurately predict
the arrival of CMEs at Earth. CMEs are de-
tectable in visible-light due to Thomson scatter-
ing of photospheric sunlight by the electrons
within the CME. This emission is optically thin,
thus, the observations are integrations along
the line of sight (LOS) making it difficult to
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identify individual features of the diffuse CME
structure. The emission from the CME elec-
trons drops off quickly as the CME expands
away from the Sun causing a decrease in den-
sity and scattering efficiency with the viewing
angle. By the time CMEs reach Earth, they
are large (∼ 0.5 AU width) with correspond-
ingly long LOS integration paths. All these
elements of CME observations at large helio-
centric distances make it difficult to know the
time of arrival (ToA) even when both the Earth
and the CME are visible simultaneously in the
same field of view (FOV).

With careful treatment of the visible-light
image data, the position of the CME front can
be measured and the resulting height and time
(HT) data points can be fitted by a curve (e.g.
polynomial or spline) to model its motion. If
the height of the CME is not measured up to
1 AU, the fit can then be extrapolated to predict
the ToA of the CME at Earth. This is one of the
most basic space weather prediction techniques
that can be applied to imaging observations.

Even prior to the availability of heliographic
data from SECCHI, several methods had been
proposed in the literature to predict the ToA
using coronagraphic data from the Large An-
gle and Spectroscopic Coronagraph (LASCO;
Brueckner et al. 1995) aboard the SOlar and He-
liospheric Observatory mission (SOHO; Domingo
et al. 1995). Empirical CME propagation mod-
els (Gopalswamy et al., 2000, 2001; Schwenn et al.,
2005) were developed using the LASCO data
with limited success. These models use the
projected velocity of Earth-directed CMEs ob-
served in the LASCO FOV. Owens and Cargill
(2004) evaluated the predicted ToA for three
empirical models: Gopalswamy et al. (2000, 2001)
and Vršnak and Gopalswamy (2002). They found
little difference between the three models with
an average ToA error of 0.46 days. Schwenn et al.
(2005) reported similar results for their method
which used the expansion speed of the CME
as a proxy for the CME radial speed. All these
models can predict the arrival of the CME at
Earth within a ±24 hours window with a 95%
error margin.

At the time, the inaccuracy of these mod-

els was attributed to the inability to measure
the true (deprojected) speed of Earth-directed
CMEs since LASCO is located along the Sun-
Earth line offering a head-on view of the prop-
agation. Lindsay et al. (1999) compiled a data
set of CMEs observed in quadrature using So-
lar Maximum Mission and Solwind corona-
graphs, and Helios 1 and Pioneer Venus Orbiter
in situ magnetic field and plasma measure-
ments. Owens and Cargill (2004) found that
using these data where the projection effects
are minimized did not improve the results of
the three studied ToA models. Physics-based
shock propagation models, using the speeds
from the metric type-II radio bursts which are
not affected by projection effects, do not fare
any better with ToA predictions (Cho et al.,
2003).

Kilpua et al. (2012) fitted the stereoscopic
data from SECCHI and LASCO with the Grad-
uated Cylindrical Shell (GCS; Thernisien et al.
2009) model to derive the three-dimensional
(3D) position, direction and speed of 30 CMEs
within the LASCO FOV (< 30 R�) between
2008 and 2010. Kilpua et al. (2012) did not ex-
tend their analysis into the SECCHI HI FOV.
They applied these deprojected CME speeds
in the models of Gopalswamy et al. (2000, 2001).
They compared the predicted ToA to the in
situ measurements and found an error of ±30
hours with a 95% error margin. This result is
actually worse than the predictions obtained
using the same model with projected CME
speeds. It is unclear what caused this unex-
pected result. It may be due to the low aver-
age speeds of the Kilpua et al. (2012) sample,
taken during the most unusual minimum of
the space age, compared to samples used in the
past. For all empirical models, the error in ToA
prediction is largest for slower CMEs. Given
these uncertainties and apparent insensitivity
of empirical models to deprojected speeds, we
will not consider them further.

Instead, we focus on models that make cer-
tain assumptions about the CME shape and/or
direction to estimate the 3D speed from he-
liographic image data. Models using single-
viewpoint heliographic imaging data in this
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way are Fixed-φ (Sheeley et al., 1999; Rouillard,
2011), harmonic mean (Lugaz, 2010) and self-
similar expansion (Davies et al., 2012). These
models use geometric arguments to derive the
longitude and speed of the CME assuming that
these values are constant throughout the range
of the observations. The Fixed-φ method sim-
plifies the CME to a single point (or rather a
very narrow LOS extension). The harmonic
mean method simplifies the CME to a circle
which intersects the Sun and CME front. The
self-similar expansion method is an extension
of the harmonic-mean method in that the CME
is no longer anchored at the Sun but is expand-
ing with a constant angular extent. Lugaz et al.
(2012) compared the predicted ToA from the
Fixed-φ and harmonic mean methods for 20
CMEs which impacted STEREO. They found
ToA errors of ±33 hours for the Fixed-φ and
±20 hours for the harmonic mean method both
with 95% error margin. The self-similar expan-
sion method has not been applied to CME data,
at this point.

Howard et al. (2006) used Solar Mass Ejec-
tion Imager (SMEI) heliospheric imaging data
to predict the ToA of 15 CMEs in 2003 and
2004. Their results are within a range of -24 to
20 hours for all CMEs. Howard and Tappin (2010)
used a 3D model to predict the ToA of three
CMEs also using SMEI data at many different
elongations of the front. Their best predictions
were within an hour of the CME ToA.

Methods such as triangulation (Liu et al.,
2010; Liewer et al., 2011; Liu et al., 2013) and
constrained harmonic mean (Lugaz et al., 2010)
have been developed to take advantage of the
stereoscopic data from STEREO-SECCHI. Liu
et al. (2010) was able to predict the arrival of
the front within 12 hours for their single CME.
Liu et al. (2013) used both triangulation and the
constrained harmonic mean method to study
the kinematics of three Earth-impacting CMEs.
The constrained harmonic mean method gave
the best results with an error between -2.3 to
8.4 hours in the ToA of the CME driven shock.

Another approach is to use the in situ de-
tection of the CME to constrain the imaging
observations (Wood et al., 2009a; Rollett et al.,

2012; Temmer et al., 2011). Wood et al. (2009a)
used a multiple-function fit to the HT data
to describe the kinematics of a CME at differ-
ent heliocentric distances. Rollett et al. (2012)
and Temmer et al. (2011) have used spline fits
to derive the velocity and acceleration profiles
of the CMEs studied in these papers. This ap-
proach may provide some insight into the CME
kinematics but cannot be used for operational
space weather predictions because the ToA is
no longer a free variable.

In this paper, we attempt a more opera-
tional approach based on a sample of nine
Earth-impacting CMEs. We use the GCS model
to fit the multi-viewpoint observations from
SECCHI and LASCO similar to Kilpua et al.
(2012). However, unlike Kilpua et al. (2012), we
extend our fits into the heliospheric observa-
tions as far as ∼1 AU, in some cases. We then
fit the derived 3D positions using a variety of
models, such as constant speed or accelerat-
ing profiles, restricting the fits to certain HT
ranges, taking into account the geometry of the
impact and finally comparing with the in situ
measurements. Our aim is to find the simplest
and most reliable model for a set of HT obser-
vations than can lead to better operational ToA
predictions.

2. Observations of

Earth-impacting CMEs

Our primary data comes from the corona-
graphic and heliospheric imaging observations
of STEREO-SECCHI and SOHO-LASCO from
March 2010 to June 2011. This data set al-
lows us to continuously track Earth-impacting
CMEs from 2 or 3 viewpoints at all times.
STEREO is comprised of two spacecraft with
nearly identical instrumentation; the STEREO-
Ahead (STA) spacecraft orbits slightly faster
than the Earth and the STEREO-Behind (STB)
spacecraft slightly slower. The two spacecraft
separate from Earth at a rate of 22.5o per year
since their launch on 25 October 2006. In this
study, we use STEREO-SECCHI observations
from the outer coronagraph, COR2, which has
a FOV from 2.5 to 15 R� (Howard et al., 2008).

3
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Table 1: Studied CME

LASCO Detection Halo or Lon Wind Detection Velocity Detection
CME Date Time (UT) Partial (deg) Date Time (UT) (kms−1) Type

1 19-Mar-2010 10:30 27 23-Mar-2010 23:02 284 CME
2 03-Apr-2010 10:33 H 6 05-Apr-2010 06:43 755 MC
3 08-Apr-2010 01:31 PH -2 11-Apr-2010 11:59 430 MC
4 16-Jun-2010 14:54 PH -18 20-Jun-2010 23:59 400 CME
5 11-Sep-2010 02:00 PH -21 14-Sep-2010 14:24 368 MC
6 26-Oct-2010 01:36 22 31-Oct-2010 04:48 365 MC
7 15-Feb-2011 02:24 H 2 18-Feb-2011 00:00 510 MC
8 25-Mar-2011a 14:36 PHb -27 29-Mar-2011 14:38 378 MC
9 2-Jun-2011 8:12 H -22 04-Jun-2011 00:00 482 CME

aThe CME was listed as two events in the SOHO LASCO CME Catalog.
bSecond detection.

SECCHI also includes two heliospheric im-
agers (HI-1, HI-2) which are similar to coro-
nagraphs but have no occulter and a FOV off-
pointed from the center of the Sun. The helio-
spheric imagers view the Sun-Earth line from
opposite sides of the heliosphere. HI-1 and
HI-2 have square FOVs centered on the ellip-
tic plane from 15 to 84 R� (20o) and 66 R� to
1 AU (70o), respectively (Howard et al., 2008).
We also use the data from the SOHO-LASCO
C2 (FOV 2.2–6 R�) and C3 (FOV 3.8–32 R�)
coronagraphs (Brueckner et al., 1995).

When studying CMEs, especially Earth-
impacting CMEs, it is advantageous to com-
bine the data from LASCO and SECCHI since

LASCO has a head-on view of the CME and
provides a view of the extent of the CME while
SECCHI has a side view and provides informa-
tion on the location of the CME front. During
the time period of our study, March 2010 - June
2011, the STEREO spacecraft were separated
from each other by 132o to 190o. On 1 March
2010, STB and STA were -71◦ and 66o, respec-
tively, from Earth. The spacecraft reached op-
position on 6 February 2011 and began moving
closer to each other on the far side of the Sun.
On 30 June 2011, STB and STA were -93o and
97o from Earth, respectively. In this configu-
ration, an Earth-directed CME appears on the
West limb in STB and on the East limb in STA.

To determine the ToA and speed of the
CME at Earth, we use the in situ plasma data
from the Wind spacecraft. The Wind spacecraft,
like SOHO, orbits the L-1 Lagrange point and
is ideally situated for monitoring near-Earth
space weather. In this study, we will use data
from the Wind Magnetic Field Investigation
(MFI; Lepping et al. (1995)) and Solar Wind Ex-
periment (SWE; Ogilvie et al. (1995)). The MFI
instrument is a triaxial magnetometer which
provides the magnitude and direction of the so-
lar wind’s magnetic field. The SWE instrument

provides the density, velocity and temperature
of the ions of the solar wind. We use the mag-
netic field data to confirm the passage of a
CME-like magnetic structure, an increase in
magnetic field and smooth rotation in one of
the field components (Cane et al., 2000). With
the data from plasma instrument, we can de-
termine the ToA and velocity of a CME to com-
pare with our results derived from the imaging
data.

4
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2.1. Description of CME Event Sample

We analyze nine Earth-impacting CMEs ob-
served between March 2010 and June 2011
in both imaging and in situ data. This time
range corresponds to the rising phase of So-
lar Cycle 24 and is quite advantageous. CMEs
during this period are more energetic but not
so numerous as to result in many CME-CME
interaction which confuse measurements of
individual features. The CMEs are identi-
fied in Table 1 by the date and time of their
first appearance in the LASCO C2 corona-
graph taken from the SOHO LASCO CME Cat-
alog (http://cdaw.gsfc.nasa.gov/CME_list,
Yashiro et al. 2004). We denote each CME with
a number in chronological order in Table 1.
We will refer to the CMEs by these numbers,
throughout this paper. In Table 1, we also list
whether the CME was identified as a halo (H)
or partial halo (PH) in the catalog. Despite
all nine CMEs being Earth-directed, only three
were identified as halos and four were iden-
tified as partial halos. Therefore, a CME can
impact the Earth even if it is not identified as a
partial halo in the LASCO catalog. With com-
plete imaging coverage of the Sun-Earth line,
we are able to show that all the studied CMEs
are detected at Earth in the Wind spacecraft
data. The Heliocentric Earth Ecliptic (HEE) lon-
gitude of the CME derived from GSC model
fitting is listed in column 5 of Table 1.

We search the SECCHI data set beginning
in January 2009, when the spacecraft were sep-
arated by ∼88.5o and ending in June 2011. To
be included in our sample, the CMEs must
be observed in all the imaging data (SECCHI,
LASCO, eight instruments in total) without a
significant period (< 1 hour) of missing data.
The CME must be easily tracked between in-
struments. Thus the structure of the CME had
to be visible out to nearly the edge of the FOV
of each instrument (with the exception of SEC-
CHI HI-2). Due to the effects of Thomson scat-
tering, the CME emission is dimmest from the
LASCO viewpoint for Earth-impacting CMEs.
Thus the visibility of the CME in the LASCO
coronagraphs is usually the limiting factor for

selection. To ensure we properly fit the CME
envelope, we rejected any CMEs that expanded
outside the upper or lower edges of the HI-1
FOV. These restrictions are severe and elimi-
nate many CMEs from study but are required
for robust fitting of the GCS model.

To identify the CME region in the Wind
data, we used the criteria of Lepping et al. (2005)
automatic detection technique. The technique
was developed to detect potential magnetic
clouds (MC) in the data based on the defini-
tion from Burlaga et al. (1981). The technique
can also identify possible CMEs in the in situ
data. The detection requirements for a poten-
tial MC are higher than for a CME detection.
The minimum requirements for potential CME
detection are; the proton plasma beta must be
< βp >≤ 0.3, the field directions must change
smoothly, and these two conditions must per-
sist continuously for a minimum of eight hours.
For possible MC detection, a period of data
must meet the minimum criteria above and
have (i) a high average magnetic field strength
(B > 7 nT), (ii) a low proton thermal velocity
(vth=30 kms−1) and, (iii) a minimum change
in the magnetic field latitude (∆θ = 35o). All
nine CMEs meet the minimum detection crite-
ria of Lepping et al. (2005); seven of them also
met the criteria for MC detection. In Table 1,
we list the in situ detection type for each CME.
The detection type only indicates if the in situ
data met the outlined criteria. To determine
the presence of a MC or a MC-like structure in
the data further analysis would be needed (Wu
and Lepping, 2007).

In Table 1, we list the time when the CME
is detected at the Wind spacecraft. There is
no consensus in the literature as to which pa-
rameter of the in situ data marks the arrival
of the CME (see the discussion in Gopalswamy
et al. 2003 and Cane and Richardson 2003). Since
CMEs are large structures which can persist
in the Wind data for days, the selection of the
CME arrival criteria can affect the ToA by sev-
eral hours. Two parameters commonly used
for the in situ ToA of a CME are the time of the
peak magnetic field intensity of the shock or
the beginning of the MC. To properly compare
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the imaging to in situ data, we determine the
ToA of the CME at Wind based on the density
since it is the common physical parameter be-
tween in situ and imaging measurements. We
do not use the peak of the shock magnetic field,
if present, since it arrives before the CME den-
sity front. Similarly, we do not use the arrival
of MC because it occurs after the CME density
front. Therefore, we propose that the ToA of
the density increase is the most appropriate for
comparison to the imaging data. In Table 2, we
list the duration of the density front, the time
between the density increase and the region of
low plasma beta, and the mean of the velocity
detected by Wind during the passage of the
density increase.

3. Graduated Cylindrical Shell

(GCS) Model

To locate the CME front in 3D space from the
imaging data, we use the GCS model. The
graduated cylindrical shell model (GCS) was
developed by Thernisien et al. (2006, 2009). It
is a forward modeling method for estimating
the 3D properties and position of CMEs in
white-light observations. Unlike the methods
discussed earlier (Sheeley et al., 1999; Rouillard,
2011; Liu et al., 2010; Liewer et al., 2011; Lugaz,
2010; Möstl and Davies, 2012) that use only the
front of the CME, the GCS model is a complete
3D reconstruction of the CME envelope. Other
such 3D reconstruction models as well as the
GCS model are reviewed in Mierla et al. (2010).

The GCS modeling software allows the user
to fit a geometric representation of the CME
envelope to all simultaneous imaging observa-
tions. The shape of the GCS model is designed
to mimic that of a cylindrical magnetic flux
rope. The CME is described by a curved hallow
body with a circular cross-section connected by
two conical legs anchored at the Sun’s centers.
It is important to note that the GCS model is
purely geometric and does not provide any in-
formation about the magnetic field. Complete
details of the model geometry can be found in
Thernisien (2011).

The model is fit by overplotting the projec-

tion of the cylindrical shell structure onto each
image. The observer then adjusts six parame-
ters of the model until a best visual fit with the
data is achieved. The model is positioned using
the longitude, latitude and the rotation param-
eters. The origin of the model remains fixed
at the center of the Sun. The size of the flux
rope model is controlled using three param-
eters which define the apex height, footpoint
separation and the radius of the shell. Figure 1
shows simultaneous images from three view-
points, STA and STB HI-1 and LASCO C3, as
well as the GCS model fit to the data. In each
image, the model is projected onto the plane
of the image using a grid of points (green) that
represent the surface of the model.

3.1. Application of the GCS Model to Remote Sens-
ing Data

We fit the GCS model to all available images
from all nine CMEs starting at the CME’s first
appearance in the SECCHI COR2 and LASCO
C2 FOVs until the SECCHI HI-2 FOV. When
the CME is visible in the LASCO data, we
use all three viewpoints to make the GCS fit.
The LASCO viewpoint is essential for a robust
fit because the projection of an Earth-directed
CME is usually quite symmetric between STA
and STB. The LASCO viewpoint can give essen-
tial information about the orientation and di-
mensions of the CME that is ambiguous in the
SECCHI data for Earth-directed CMEs (Vourli-
das et al., 2011).

Once the front of the CME is no longer vis-
ible in the LASCO FOV, we must make some
assumptions about its evolution. We assume
that it expands self-similarly. This assump-
tion is implemented by keeping constant all
parameters of the GCS model except height.
We believe self-similar expansion is a good as-
sumption, since for most CMEs the model pa-
rameters vary only slightly when fitted using
the LASCO view. A notable exception, CME
4 has a rapid change in its rotation angle in
the LASCO FOV (Vourlidas et al., 2011). The
effects of the rotation on the GCS model fit
to this CME are discussed in Nieves-Chinchilla
et al. (2012).
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Figure 1: A sample of the remote sensing data used in the study. The panels are data from STA HI-1, LASCO C3 and
STB HI-1 from left to right. The data in the top and bottom panels are the same. The images in the bottom
panel have been over plotted with the GCS model. The GCS model is represented by a grid of points on the
surface of the model.

The GCS fitting provides measurements of
various physical aspects of the CME, such as
size, direction, orientation, etc. In this paper,
we concentrate our analysis only on the mea-
surements of the CME 3D height versus time
(HT). In Figures 2-4, the HT measurements and
in situ data are plotted on the same time axis
for each of the nine CMEs. The HT data are
plotted in the top panel for each CME with plus
signs. We fit the GCS model at a maximum
height of 211 R� (0.98 AU) for CME 2. The
average maximum height for all the studied
CMEs is 179 R� (0.83 AU). The bottom three
panels for each CME in Figures 2-4 show the
magnetic field magnitude, proton density and
proton velocity measured in situ from the Wind
spacecraft. The first vertical green dashed line
marks the ToA of the density increase. The
second green dashed line is the backend of

the density front and the beginning of the low
beta plasma and smooth magnetic field rota-
tion. The mean of the plasma velocity is also
plotted as a horizontal green solid line in each
bottom panel. We will discuss the fits to the
HT data in section 4.

3.2. Error Estimation in Stereoscopic Localization

To properly assess the various HT fitting meth-
ods for deriving the CME velocity and extrap-
olating the ToA, we need to assign an error
to our height measurements. Thernisien et al.
(2009) estimated the error associated with the
six GCS model parameters when applied to a
CME in the SECCHI COR2 views only. They
found an error of ±0.48 R� in the height. Since
we are using LASCO data in addition to the
SECCHI COR2 data, we consider the errors
from Thernisien et al. (2009) as an upper limit

7
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Figure 2: HT measurements and in situ data plotted
on the same temporal axis. The HT data are
plotted in the top panel with plus signs. The
bottom three panels show the magnetic field
magnitude, proton density and proton velocity
in situ data from the Wind spacecraft. The
vertical green dashed line marks the width of
the density increase (ToA). Fit 1 and 5 and
the their velocities are plotted with blue and
orange solid lines, respectively.

Figure 3: Same as Figure 2 for CMEs 4-6.

8
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Figure 4: Same as Figure 2 for CMEs 7-9.

for the height measurements in these FOV.
Thus we need to estimate the error for heights
measured in the HI images without the LASCO
images. As mentioned in the previous sec-

tion, once the CME in no longer visible in the
LASCO FOV, we fit the GCS model to the data
by only adjusting the height parameter. Thus
in the HI-1 and HI-2 images, the accuracy of
the GCS model fit is primarily driven by the
proper localization of the CME front from the
two viewpoints.

To estimate this error, we consider the sim-
plified problem of stereo triangulation (Hartley
and Zisserman, 2004). In a digital image, there
is always an error associated with the localiza-
tion of a feature in the image. The error can be
represented by a cone of uncertainty around
the line-of-sight (LOS) from each viewpoint.
In Figure 5, we represent the triangulation ge-
ometry between two points, P and P′, near
the Sun-Earth line with the STEREO spacecraft.
The LOS from each spacecraft is drawn with
dashed lines and the cone of uncertainty is
drawn with solid lines. The intersection of the
uncertainty in the LOS from STA and STB cre-
ates a region of uncertainty around the feature.
This region is a trapezoid defined by the angle
between the two LOS, α, and the uncertainty
in locating the feature in the image. Thus α is
given by

α = 2π − (θA + θB + εA + εB) (1)

where θA and θB are the longitudes of the
spacecraft relative to the Sun-Earth line and
εA and εB are the solar elongation of the fea-
ture in each instrument. The insert in Figure 5
shows a close up of the geometry for the region
of uncertainty for P′. Since the LOS are large
and the error in locating the feature is small for
the STEREO case, we can assume that the sides
of the trapezoid are separated by a constant
distance w. The length of the trapezoid axes,
dx and dy, are given by the equations,

dx =
w

2 cos α
2

, dy =
w

2 sin α
2

(2)

where dx and dy are parallel and perpendicu-
lar to the longitude of the feature, respectively.
Based on our experience, we estimate the error
in locating the CME front in HI-1 to be ± 5
pixels and in HI-2 is ± 10 pixels, thus, w is 0.2

9
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P
STEREO A

STEREO B

Sun

dx
dy

P’

Earth

α

W

P’

Figure 5: The error in fitting of the GCS model in the HI-1 and HI-2 images can be simplified to the error in
triangulating a feature in stereoscopic images. The LOS from each spacecraft is drawn with dashed lines and
the cone of uncertainty is drawn with solid lines. The intersection of the uncertainty in the LOS from STA
and STB creates a region of uncertainty around the feature. The insert shows a close up of the geometry for
the region of uncertainty for point P′ assuming a long LOS.

R� and 1.4 R� for HI-1 and HI1-2, respectively.

Equations 2 require careful consideration
despite their simplicity. For example, the error
dx goes to infinity for α = π. We can see in
Figure 5 that as the CME front moves between
point P and P′, that the longitude of the CME
will be unconstrained. From equation 1, before
the spacecraft reach opposition (θA + θB > 2π)
the range of values of angle α includes α = π.
This uncertainty in the CME longitude is part
of the reason why once the CME is no longer
visible in the LASCO FOV, we keep the longi-
tude of the model fixed. Since we can fit the
GCS model for all the HI-1 and HI-2 images
without changing the longitude, the error in
the longitude must be within the minimum
value of dx for all measurements. If the error
in the longitude is bounded by the minimum
of dx, then the error in the height is simply dy

for each measurement. The maximum error in
the height measurements for each CME varies
between 7.4 and 12.9 R� in the HI-2 FOV. In
Figures 2-4, the error in the height is too small
to be visible in the plot. The error bars for the
HT measurements are shown in Figures 7 for
the case of CME 9.

4. Height and Time Data Fitting

Methods

To find the best HT fitting procedure for pre-
dicting the ToA and velocity of the CME at
Earth, we explore six methods that assume var-
ious kinematic profiles for the CME front. It is
not possible to measure the front height all the
way to Earth for all the CMEs in our sample.
The six fitting methods are described below in
approximately the order of their complexity.

10
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We assign a color to each fit type which is used
throughout.

Fit 1 - Linear (blue) We fit a first-order poly-
nomial to the HT measurements above a height
of 50R� (0.23 AU). We selected the lower cut-
off of 50R� because for most of the CMEs the
HT measurements appear to be approximately
linear after this height. Also 50R� is approx-
imately the mean height at which the CME
front is no longer visible in the LASCO data.
Although the LASCO C3 FOV is 32R�, the 3D
front height for Earth-directed CME usually
reaches 50R� within the image. Also we re-
mind the reader that we assume self-similar
expansion of the CMEs after the CME front is
no longer visible in LASCO. Thus the longi-
tude of the GSC model is fixed after 50R�. We
extrapolate the linear fit to 1 AU to find the
ToA and velocity at Earth.

Fit 2 - Quadratic (purple) We fit a second-
order polynomial to the HT measurements
above a height of 50R�. While most of the
CMEs appear to be well described by Fit 1,
some of the CMEs, notably CMEs 2 and 9,
have an obviously curved HT profile. This fit
assumes that the CME continues to Earth with
a constant acceleration. We extrapolate the
function and take the first derivative at 1 AU
to find the ToA and velocity at Earth.

Fit 3 - Multiple Polynomials (red) We fit all
available HT measurements for a given event
with multiple first- and second-order polyno-
mial functions for different time ranges. The
HT measurements are fit by an initial first-
order polynomial and then two second-order
polynomials. The boundaries of the three func-
tions are determined by the best fit while keep-
ing the function and its first derivative contin-
uous. We extrapolate the ToA by assuming
a constant velocity after the final data point,
again keeping the velocity continuous. This
multi-function polynomial fit method is simi-
lar to that used by Wood et al. (2009a,b) to fit the
kinematics of two CMEs observed in STEREO.

However, Wood et al. (2009a,b) used the ToA of
the CME as a final data point for their fit.

Fit 4 - Spline (magenta) We fit all HT mea-
surements with a ridged spline. Again, we
extrapolate the ToA by assuming the CME con-
tinues with a constant velocity after the final
data point. The shape of the ridged spline fit
is similar to Fit 3. These two methods pro-
vide similar velocity profiles. The spline fit
velocity is, however, a smoothly varying curve
throughout the CME trajectory which seems
more physical than the velocity profiles from
Fit 3 which are piecewise continuous with a
discontinuous acceleration. This fit is similar
to the method used by Rollett et al. (2012) and
Temmer et al. (2011).

Fit 5 - LASCO FOV (orange) With this fit
we try to compare coronagraphic analyses of
the past against the heliospheric data available
with STEREO. We fit only those data points
where the CME was visible in the LASCO im-
ages which is the opposite approach of Fits
1 and 2 where we use HT measurements af-
ter the CME front leaves the LASCO FOV. We
fit the LASCO measurements with a second-
order polynomial. We then extrapolate the ToA
using a first-order polynomial with the veloc-
ity derived from the final LASCO data point.
This method is similar to Kilpua et al. (2012).
However, we use a simple linear extrapolation
instead of the empirical propagration models
of Gopalswamy et al. (2000, 2001).

Fit 6 - Geometric Correction (light blue)
With this fit, we attempt to take into account
the effect of the curvature of the CME front
on the ToA and velocity. So we use the height
of the GCS model along the Sun-Earth line in-
stead of the apex height. These heights take
into account the curvature of the GCS model
front and the longitude of the CME propaga-
tion. As an example, Figure 6 shows an eclip-
tic cut through all GCS model fits for CME 8
where the central line of the plot is the Sun-
Earth line and the dashed line is the longitudi-
nal direction of the model. In Table 1, we
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Figure 6: Ecliptic cut through the GCS model fits for
CME 8 where the central line of the plot is
the Sun-Earth line and the dashed line is the
longitudinal direction of the model.

list the HEE longitude from each fit GCS. Obvi-
ously, the front height along the Sun-Earth line
is less then the apex height. Thus the curvature
of the CME front delays the arrival of the CME
and reduces the velocity. We fit these curvature
corrected HT data in the same way as Fit 1.

In Figure 7, we have plotted all the fit meth-
ods for the HT measurements of CME 9. The
CME 9 HT measurements of the apex are plot-
ted with black crosses. The error for each mea-
surement is plotted in gray. Fits 1 (blue), 2
(purple), 3 (red), 4 (magenta), 5 (orange), and
6 (light blue) and their ToA are plotted with
solid and vertical dashed lines, respectively.
The green dashed lines mark the time of the
in situ density front. The light blue squares
represent the HT measurements corrected for
the front curvature (Fit 6) as derived from the
GCS fit. In Figures 2-4, we have plotted in
the top panel Fit 1 and Fit 5 for each of the
CMEs. Again the solid and vertical dashed
lines represent the fits and ToA, respectively.

5. Results

To quantify the accuracy of the various HT
fits in predicting the ToA and CME velocity

at 1 AU, we calculate the difference ∆T =
ToApredicted-ToAWind. A negative ∆T implies
an early arrival and conversely, a positive ∆T
implies a late arrival. The ∆T in hours are
listed in Table 2 for each fitting method. In
the first column, we list the duration of the
in situ density front in hours. In Figures 2-
4, the boundaries of the in situ density front
are marked with vertical dashed green lines.
The velocity listed in Table 1, is the mean of
the measured proton velocity during the pas-
sage of the in situ density front. The Wind
proton velocity is plotted in the bottom panels
of Figures 2-4. The mean velocity, listed in Ta-
ble 1, is plotted over the Wind measurements
with a horizontal solid green line between the
dashed lines of the density front. We calculate
the velocity error by finding the difference be-
tween the predicted velocity and the mean of
the plasma velocity within the in situ density
front (∆V = Vpredicted-VWind). In Table 2, we
list the range of the measured in situ velocities.
We have included the duration and velocity
variability of the in situ density front in our
discussion because they may provide a sense
of scale for the prediction errors.

We visually represent the results from Table
2 in Figure 8. In the left panel, the ∆T for each
fit method is plotted with plus signs by CME
number on the vertical axis. The results for the
various fits follow the color code in section 4.
The green line represents the duration of the
CME in situ density front. In the right panel,
we plot ∆V using the same scheme. The green
lines in the right panel represent the range of
velocities measured within the in situ density
front.

For Fit 1, the ∆T is within ± 6 hours, for
seven of the CMEs. For 6 out of 9 events,
the predicted ToA are either 2 hours before
or within the density front. The two events
(CMEs 2, 4) with ∆T±13 hour are possibly vi-
olating the self-similar expansion assumption
(Nieves-Chinchilla et al., 2012; Wood et al., 2011).
It is unclear how the violation of this assump-
tion could affect the ToA, furthermore, the ∆T
error is in the opposite sense for these two
events. The CME 2 ToA is late while CME 4
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Figure 7: Comparison of the six HT fitting methods for CME 9. The green dashed lines mark the time of in situ density
front. Fits 1 (blue), 2 (purple), 3 (red), 4 (magenta), 5 (orange), and 6 (light blue) and their ToA are plotted
with solid and vertical dashed lines, respectively. Black crosses represent the deprojected HT measurements
and light blue squares represent the same points corrected for the front curvature as derived from the GCS fit.
See Section 4 for details.

is early. The predicted velocities from Fit 1 do
not compare as well as the ToA. For only two
CMEs (6 and 7), ∆V is within ± 50 kms−1 of
the mean in situ velocity. For four of the CMEs
(1, 2, 5 and 9) the ∆V is greater than ± 100
kms−1. Almost all the predicted velocities are
too fast with the exception of CME 2. Clearly,
all CMEs in our sample decelerate on the way
to 1 AU.

The increased complexity of Fit 2
(quadratic), improves the ∆T for CMEs 4, 5,
and 7. Yet, the improvements to the ToA of
CMEs 5 and 7 are trivial and only vary the
∆T of the CME within the density front. The
∆T of CME 4 is improved significantly from

-12.74 to -2.94 hours. We cannot predict the
ToA for CME 6 because the quadratic fit fails
to intersect with 1 AU, i.e, the CME does not
make it to the Earth. The ToA for the remain-
der of the events is not improved with Fit 2.
This is true even for CMEs 2 and 9 which are
not fit well with a constant velocity and hence
Fit 2 was expected to improve ∆T. Overall, ∆V
is also not improved with Fit 2. Only two of
the CMEs are within ± 100 kms−1 of the mean
in situ velocity. While the ToA of CME 4 is
significantly improved with Fit 2, the predicted
velocity is worse. Clearly, the quadratic fit
overestimates the CME deceleration to 1 AU.
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Table 2: Error in Predicted Arrival and Velocity at Earth

CME Duration1 Fit 1 Fit 2 Fit 3 Fit 4 Fit 5 Fit 6

∆
T

(h
rs

)
1 6.00 -0.94 -6.17 -2.47 -4.07 -28.93 56.42
2 6.42 12.41 15.90 9.52 15.28 3.59 13.00
3 13.17 -1.58 -3.41 -4.03 -2.86 6.21 8.09
4 9.83 -12.74 -2.94 -13.97 -9.39 -27.45 6.83
5 11.67 2.47 -0.70 9.97 0.29 -25.69 30.76
6 20.17 2.18 9.30 11.48 -29.82 37.32
7 10.03 3.97 1.87 0.83 1.90 8.66 4.23
8 9.33 -5.69 -5.81 -4.81 -5.64 -19.68 0.04
9 5.95 -0.10 5.60 2.50 3.53 -36.92 8.34

∆
V

(k
m

s−
1 )

Velocity Range2

1 10 129 243 153 166 308 -13
2 78 -137 -273 -131 -326 55 -138
3 37 84 174 107 120 23 18
4 25 83 -136 143 34 190 -8
5 40 102 183 32 135 390 -13
6 31 35 -13 -27 296 -65
7 55 6 89 39 65 -31 4
8 25 76 82 38 74 187 50
9 61 115 -169 -138 -52 1426 49

1The duration of the CME density front.
2The absolute range of in situ speeds detected within the CME density front.

Fit 3 does not improve the ToA predictions
despite having more free parameters than the
pervious fits. Only the ToA for CME 7 is im-
proved over Fits 1 and 2. For only four CMEs,
∆V is within ± 100 kms−1 of the mean in situ
velocity. Similarly, Fit 4 with the most free
parameters fails to provide an overall improve-
ment in the predictions.

The most important finding from this ex-
ercise may be the disappointing performance
of Fit 5. Similar to Kilpua et al. (2012), we are
investigating whether accurate 3D HT measure-
ments in coronagraphic FOVs can be used to
reliably predict the ToA of CMEs. Our results
and Kilpua et al. (2012) suggest that restricting
the measurements to these heights dramati-
cally increases the ToA error compared to us-
ing the inner heliospheric measurements. Our
fit uses the fewest HT measurements but these
measurements are based on images from three
viewpoints and are thus the most constrained.

The ∆T for only three CMEs is within ±12
hour. These results should be of interest to the
operational Space Weather community since
most CME ToA prediction methods use mea-
surements from LASCO coronagraph along the
Sun-Earth line. For this reason, we explore this
fit and the influence of the final height in the
ToA accuracy in the next Section.

Interestingly, this fit has the best prediction
for the ToA of CME 2 (3.59 hours error) of all
methods and leads us to two conclusions: 1)
CME 2 underwent most of its kinematic evo-
lution before ∼ 50R�, and 2) the heliospheric
measurements for this event are likely inaccu-
rate. As we mentioned earlier, this is a pecu-
liar event with an undetermined orientation
which may not conform to the GCS model fit-
ting. The six remaining CMEs are predicted
to arrive > 14 hours early and the predicted
velocities are >100 kms−1 higher than the in
situ velocities. The results from Fits 1-5 confirm
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Figure 8: A visual representation of the results in Table 2. The ∆T for each fit method has been plotted with plus signs
in the left panel by CME number. The green line represents the duration of the CME density front. In the
right panel, we have plotted ∆V. The green lines represent the range of velocities detected in situ within the
density front. The results for the various fits (described in Section 4) are plotted in the following color scheme:
Fit 1 (blue), Fit 2 (purple), Fit 3(red), Fit 4 (magenta), Fit 5 (orange), Fit 6 (light blue).

past findings that CMEs undergo significant
deceleration above 50 R�, on average. Our
∆T results are similar to those of Kilpua et al.
(2012).

With Fit 6, we investigate the effect of the
CME geometry predicted by the GCS model
on the ToA. Since the front the GCS model,
and presumably of the actual CME, is curved,
the intersection of the CME with Earth will be
delayed relative to the 1 AU arrival of the CME
apex. Möstl and Davies (2012) found that for a
hypothetical circular CME front, the flank can
be delayed by up to 2 days compared to the
apex arrival at 1 AU. Our model is a bit more
realistic since the front of the GCS model is not
circular but slightly oblate depending on the
footpoint separation. Since all ToAs are based
on the CME apex height, the geometric correc-
tion of Fit 6 can only delay the ToA. Hence,
only the ToA errors for CMEs 1, 3, 4, and 8
can be improved by considering the CME front
geometry. With Fit 6, the ToA of CMEs 1 and 3
are "overcorrected"; the ToA is too late. The cor-
rection lowers the ∆T for CMEs 4 and 8 by 6.79

and 5.65 hours, respectively. We discuss the im-
plications in the next section. Interesting, the
geometric correction improves ∆V compared
to Fit 1 for all CMEs, even for CMEs 1, 3, and 9,
where the correction increases ∆T. The ∆V er-
ror is within ±100 kms−1 for eight CMEs. For
CME 2, the velocity is unchanged.

6. The Effect of Final Height in

Fit 5 on the ToA Accuracy

We repeat Fit 5 but instead of using the last
LASCO FOV measurement as the limit for
the quadratic fit, we include measurements at
larger heights within the HI FOV. In Figure 9,
we plot the resulting ∆T versus the final height
of the second-order fit. The curves trace the
errors for a given CME and the best prediction
for each event is highlighted with a red square.
The CME number is given on the right of the
plot. For most of the CMEs the fit is nearly lin-
ear and as more points are added, the function
become more and more linear.

It is clear, and generally expected, that the
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Figure 9: Time of arrival error, ∆T= ToA f it5 −
ToAWind, for Fit 5 as a function of the final
height used for the fit. The curves trace the
error for a given CME and the best result is
shown by the red square. The event number is
shown on the right end of the corresponding
curve.

addition of HT measurements beyond 50 R�
improve the ToA accuracy, sometimes consider-
ably (ie., by 40 hours for CME 9). Interestingly,
it seems that most of the gain lies in just extend-
ing the measurements to 60 R�. Additional
heights do not improve the ToA or can even
make it worse (e.g., CME 4). However, this im-
provement does not occur for the events with
the best ToAs in Fit 5. In the case of CME 7, the
additional HT measurements decrease the ToA
accuracy threefold. If we ignore CMEs 4 and
8 for the moment, we see that the addition of
higher HT points tends to result in later arrival
times; namely, it gives slower velocities at the
final point used for the quadratic fit. This is an-
other indication that CMEs decelerate above 50
R�. However, the lower velocity bias strongly
affects the events that have already undergone
the majority of their deceleration (events with
∆T > 0, CMEs 3, 5, 7). We do not have an obvi-
ous explanation for this at the moment. Larger
sample studies are needed.

However, we can reach a couple of interest-
ing conclusions from this exercise: (1) ToA pre-
dictions can be improved considerably with a

few HT measurements in the HI FOV (> 50R�)
especially for events without strong decelera-
tion within the LASCO FOV range. (2) ToA pre-
dictions for strongly decelerating events may
be better if based on HT measurements below
50R�. (3) There does not seem to be a “stan-
dard” distance range where CMEs undergo
most of their deceleration, as may be suggested
by the multi-polynomial plots in Wood et al.
(2009a), for example. CMEs 3, 5, 7 seem to
have decelerated by 50R� and to have picked
up speed after this height; CMEs 1, 6, 9 seem to
decelerate in the 50− 60R� range while CME
2 or 5 seem to propagate more or less with a
constant speed.

7. Discussion

In this paper, we investigate methods for pre-
dicting the ToA of Earth-impacting CMEs
based on de-projected HT measurements
from multi-viewpoint coronagraphic and he-
liospheric images. From the comparison of
six methods, we conclude that a simple linear
fit of the HT measurements above 50 R� can
significantly reduce the ToA error. The pre-
dicted ToA from the linear fit (Fit 1) is within
±6 hours of the arrival of the density front at
the Wind spacecraft for 78% of CMEs. This
result is a 9 hour improvement over the results
of Gopalswamy et al. (2001) that reports an ac-
curacy of ±15 hour for 72% of CMEs studied.
If we include all events in our study, we can
predict the arrival of CMEs at Earth with ±13
hours which is almost a half day improvement
over the ±24 hour window with a 95% error
margin previously reported in Schwenn et al.
(2005). Our results are also an improvement
over the Fixed-φ and harmonic mean methods,
±33 and ±20 hours, respectively, which use
heliospheric data without taking advantage of
the two STEREO viewpoints (Lugaz et al., 2012).
Even our worst case results are a significant im-
provement in predicting CME ToA. Therefore,
deprojected HT measurements using images of the
CME front obtained from outside the Sun-Earth
line can improve the accuracy of the ToA prediction
of Earth-impacting CMEs by a half day compared

16



THE ARRIVAL OF CMES AT EARTH • COLANINNO ET AL. 2013

to single-view coronagraphic observations obtained
along the Sun-Earth line.

The CMEs with the poorest ToA results
(2 and 4) are peculiar. They may violate the
self-similar expansion assumption used to fit
the GCS model to the HI-1 and HI-2 images.
Nieves-Chinchilla et al. (2012) found that CME
4 is rotating between 0.5 AU and 1 AU and
that its appearance is subject to considerable
projection effects. The CME 2 orientation is
ambiguous despite being the subject of several
studies. Wood et al. (2011), for example, found
that the cross section of the CME is signifi-
cantly elliptical irrespective of the actual orien-
tation. An elliptical cross-section may indicate
that the expansion of the CME was not self-
similar; rotation is also likely. In any case, the
heliospheric HT measurements for this CME
are suspect as it is the only event with an im-
proved ToA from Fit 5. Given the small sample
of CMEs, and the even smaller number of dis-
crepancies, we cannot reach a firm conclusion
on whether CME rotation or other projection
effects may be responsible for the poor ToA
predictions.

We are not aware of any previous studies
of the CME ToA that report the predicted ve-
locity at 1 AU as well. We think that this is a
serious omission, since a reliable prediction of
the CME velocity at Earth can, in turn, provide
reliable estimates of the CME ram pressure
and hence help predict one more geo-effective
parameter. We also use the predicted veloc-
ity as a diagnostic of our fit methods. Since
the distance traveled by the CMEs is fixed, we
would assume a correlation with ∆T and ∆V.
In other words, if the fitted velocity is too fast,
we would expect the CME to arrive early and
vice versa. In Figure 10, we have plotted ∆T
versus ∆V where the results are plotted using
the CME number and the color scheme from
section 4. It is clear that while ∆T is evenly
distributed around zero (with the exception of
Fit 5), ∆V is largely positive. More precisely,
∆T = 1.1 hours and ∆V = 53 kms−2. There is
no obvious trend or correlation, between ∆T
and ∆V, within a particular fit or among the
fitting methods with the exception of Fit 5. For

Fit 5, the faster velocities are somewhat cor-
related with early ToA, as one would expect.
Fit 6 has the smallest velocity error but it has
the three largest ToA errors. The geometric
correction of Fit 6 systematically decreases the
predicted velocity, as expected, but it does not
increase the ToA accuracy. We conclude that
a linear fit to the HT measurements above 50R� is
sufficient for predicting the ToA but fails to capture
the true kinematics of the CME.

This result would seem to suggest that the
CMEs are traveling at a constant speed between
50 R� and 1 AU. However, closer analysis of
our of results does not support this claim. First,
if the CME reached a constant velocity by 50R�,
we would expect the results from Fit 5 (LASCO
FOV only) to be as accurate as Fit 1. But Fit 5
results in early arrivals which implies that the
velocity derived at 50R� with the quadratic fit
is too high and hence the velocity of the CME
must decrease after 50 R�. This deceleration,
however, must occur very gradually otherwise
Fit 2 (quadratic) would perform better than Fit
1 (linear). It is well known that the velocities
measured in the LASCO FOV have a broader
range compared the velocities at Earth which
converge around the average solar wind speed
(Gopalswamy et al., 2000). However, it is not
known at what heights CMEs reach a constant
velocity. We assert a CME should reach a con-
stant velocity only after its velocity matches
the ambient solar wind velocity. If there is a
difference in the velocity of the CME and the
ambient solar wind, the CME will be effected
by a drag force (Vršnak and Gopalswamy, 2002).
Six of our CMEs (2, 3, 4, 6, 7, 8, 9) exhibit an
abrupt increase in the in situ velocity coinci-
dent with the density front. Thus, they are
still traveling faster than the solar wind and
are still decelerating. For the two CMEs that
are traveling with the solar wind velocity (1
and 5), the ∆V from Fit 5 is 308 kms−2 and
390 kms−2, respectively. Therefore, these CME
decelerated sometime after 50R� but before
reaching 1 AU and did so smoothly since the
linear fit gives the best ToA for those events.
We conclude that all CMEs in our sample are
decelerated between 50R� and 1 AU.
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Figure 10: The error in the arrival time, ∆T versus the error in the 1 AU velocity, ∆V. The color scheme is the same as
in Figure 8. Counterintuitively, there is no obvious correlation between the two variables, with the exception
of Fit 5 (orange). There is a slight tendency to overestimate the arrival velocity by about 50 kms−1.

We assume that the primary cause of the
CME deceleration is the drag force due to the
interaction with the ambient solar wind. While
the drag force could also accelerate a CME be-
tween between 50R� and 1 AU, we did not
measure such a CME in our sample. While
the drag force varies as |VCME −VSW |2, the ef-
fect on the velocity would not be quadratic.
The drag force is degenerate; as the velocity
of the CME decreases so does the drag force.
Thus the deceleration due to the drag would be
very gradual and occur smoothly as we see in
our HT measurements. Also the transition of
the CME into equilibrium with the solar wind
would also occur smoothly. This would explain
why the HT profiles are not well fit by Fit 2

(quadratic) and Fit 3 (multiple polynomials)
but are better represented by Fit 1 (linear). We
believe that Fit 4 (rigid spline) failed because
there is too much error in the HT measure-
ments.

But we have to reconcile our two conclu-
sions: (1) A linear fit to the HT data is the
best method for predicting the ToA; (2) All
measured CME are decelerating. The obvious
suggestion is that the linear fit provides the
mean velocity of the gradually decelerating
CME front between 50 R� and 1 AU. This also
explains the systematic overestimation of the
CME velocity with Fit 1. The mean velocity
of a gradually decelerating function will al-
ways be higher than the final velocity. Thus we
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somewhat alter our original conclusion. The
mean velocity of a CME between 50 R� and 1 AU
is the best parameter for predicting the ToA. The
linear fit is a simple method for calculating the
average velocity from the HT data.

We compare the results from Fit 1 and 6
since the HT measurements were fitted in the
same way. For Fit 6 we used the height of
the GCS model along the Sun-Earth line as op-
posed to the apex height in Fit 1 (see Figure
6). The corrected height is less than the apex
height depending on the width and longitude of
the GCS model. We find that the apex height is
a better predictor of the CME arrival. We inter-
pret this result as evidence for flattening of the
CME fronts during Earth propagation. The flat-
tening of the CME front has been theorized in
the past (Riley and Crooker, 2004, and references
therein) and seems to occur in the HI-1 and HI-
2 images perpendicular to the ecliptic (but see
discussion in Nieves-Chinchilla et al. (2012)). In
the heliographic images, we do not have reli-
able information about the extent or curvature
of the CME in the ecliptic plane. However, if
the curvature of the CME was the dominant
factor in the CME ToA error, we would expect
the results of Fit 1 to be systematically early
(−∆T). We do not see this. Only CMEs 1, 3, 6,
and 8 have early predicted ToA and, therefore,
could benefit from the correction. However, all
four "corrected" arrivals result in much later
ToA, i.e., they are overcorrected. Thus we have
to assume that the front of these CMEs is not
as curved the GCS model predicts. Therefore,
we have indications of flattening of the CME
front in the ecliptic beyond 50 R�, for some
events. Further investigations on the role of
projection effects (e.g, Nieves-Chinchilla et al.,
2012) and on the proper identification of the
CME substructures (e.g., Vourlidas et al., 2013)
is needed.

8. Conclusions

With Fits 1 to 4, we add complexity with each
fit by increasing the number of free parameters
in an attempt to capture the kinematics of the
CME in the heliosphere. We assume that the

increased number of free parameters would re-
sult in better fits to the HT measurements and
that the ToA and velocity prediction would
correspondingly improve. Surprisingly, Fit 1
while having the fewest free parameters, gives
the best results. We find that the best results
are obtained by ignoring complex fitting func-
tions to the full data range, even discarding
the coronal observations, and fitting a simple
straight line to the HT measurements above 50
R� only. We show that measurements close to
the Sun, as those provided by coronagraphs,
are not sufficiently robust for ToA predictions
even if those HT measurements are deprojected
somehow. Furthermore, we find that being
able to follow a CME front all the way to Earth
(e.g., CMEs 2 and 8 but see CME 9 for a coun-
terexample) does not actually improve the ToA.
Correcting for the CME curvature does not im-
prove the ToA. Imaging observations integrate
along a long LOS, which becomes longer with
increasing heliocentric distance. Therefore, the
location of a CME feature can be subject to con-
siderable uncertainty, including a bias towards
the location of the Thompson sphere (Vourlidas
and Howard, 2006), if the CME is undergoing
rotation or other interaction with the ambient
environment. Such evolution is likely to affect
the derived CME longitude and its curvature.

These results have important implications
for Space Weather and CME propagation stud-
ies:

1. A simple linear fit to deprojected HT mea-
surements of the CME front only above
50 R� is sufficient to predict the ToA
within ±6 hours (for 7/9 events) and the
1 AU velocity within ± 140 kms−1.

2. Deprojected HT measurements of CMEs
made using imaging from outside the
Sun-Earth line can improve the Earth ToA
prediction of CMEs by a half day com-
pared to single-view coronagraphic ob-
servations along the Sun-Earth line.

3. CMEs decelerate slowly and smoothly
between 50R� and 1 AU.

4. HT measurements within coronagraphs

19



THE ARRIVAL OF CMES AT EARTH • COLANINNO ET AL. 2013

FOVs (30 R�) even if they are depro-
jected, are insufficient for accurate Earth
ToA or CME velocity predictions.

5. Despite the improvements in CME size
and direction, achieved using STEREO
data, there remain several open issues
in the interpretation of the images such
as the precise localization of the Earth-
impacting part of the CME.
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