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Abstract. We present a brief introduction to the essential physics of coronal mass ejections as well

as a review of theory and models of CME initiation, solar energetic particle (SEP) acceleration,

and shock propagation. A brief review of the history of CME models demonstrates steady progress

toward an understanding of CME initiation, but it is clear that the question of what initiates CMEs

has still not been solved. For illustration, we focus on the flux cancellation model and the breakout

model. We contrast the similarities and differences between these models, and we examine how their

essential features compare with observations. We review the generation of shocks by CMEs. We also

outline the theoretical ideas behind the origin of a gradual SEP event at the evolving CME-driven

coronal/interplanetary shock and the origin of “impulsive” SEP events at flare sites of magnetic

reconnection below CMEs. We argue that future developments in models require focused study of

“campaign events” to best utilize the wealth of available CME and SEP observations.

1. Introduction

One of the primary focuses of present theoretical coronal mass ejection (CME)
research is the initiation problem. Many of the theoretical interpretations of obser-
vations in the lower corona and inner heliosphere, including radio emission, shock
acceleration of particles, and the structure and properties of interplanetary CMEs
(ICMEs) and flux ropes, and their relationship to their solar source regions, hinge
on the details of the CME initiation mechanism.

Modern observations, starting with Skylab in the 1970s, the Solar Maximum
Mission (SMM) in the 1980s, and with Yohkoh, SOHO, and TRACE in the 1990s
and present decade, have provided a rich source of observations to classify the
morphology and characteristics of CMEs. Why, then, has the solution to the CME
initiation problem remained elusive, in light of this wealth of observations? It is
fair to say that we strongly suspect we know the key phenomena involved in CME
initiation, and several candidate models, but no confirmation yet. Alexander et al.
(2006, this volume) have provided a brief historical review of CME observations
in the last century and a half. During this time period we have gradually come to
the realization, which is universally held today, that CMEs are magnetically driven
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phenomena. That is not to say that pressure and gravity forces do not play a role
in the destabilization of CMEs (they very well may). Indeed, the solar wind itself
is a phenomenon driven by pressure and gravity forces (Parker, 1963). The role of
non-magnetic forces will most likely grow in importance as our understanding of
CMEs improves.

One of the principal reasons why the CME initiation problem has not been
solved is because it is not possible (in general) to measure coronal magnetic fields
in detail. We therefore have to rely on photospheric (and sometimes chromospheric)
measurements, extrapolated using models, to infer the magnetic field in the corona.
Furthermore, we routinely only measure the line-of-sight (longitudinal) component
of the magnetic field, and not the transverse component, even though the energiza-
tion of the coronal field (the very energy that drives the CME) can only be quanti-
fied with vector magnetic field measurements. Because measured coronal emission
(e.g., in white light, EUV, and X-rays) is optically thin, it is necessary to decon-
volve the effect of line-of-sight integration to interpret the emission, complicating
the situation further. Radio emission measurements also need to be deconvolved in
a non-trivial way to infer the coronal magnetic field (e.g., Lee et al., 1998a,b, 1999).
In-situ measurements of ICMEs afford limited ability to diagnose the 3D structure
of CME ejecta but nevertheless provide important constraints. In Section 3 we list
observations that are useful in characterizing the properties of CMEs.

In addition to these observational difficulties, there are considerable theoretical
difficulties: the models are too idealized; they cannot address realistic geometry;
they don’t include fine-scale structure; they are too dissipative; they are not fully
self-consistent (e.g., energy transport is neglected, prominences are not included,
parallel flows are not modeled); and they don’t produce the quantities that are
measured (e.g., EUV, X-ray, and H-α images).

We are therefore forced to deduce the structure and topology of the pre-CME and
post-CME plasma from indirect measurements and interpret them with incomplete
models, which explains why it has been difficult to unravel the mystery of CME
initiation.

1.1. A BRIEF HISTORY OF CME MODELS

CME models have evolved from the early “cartoon” models, in which the descrip-
tion was qualitative and imprecise, to simple analytic and semi-analytic models,
to idealized 2D and 3D numerical models. The next generation of 3D numerical
models that are being implemented on massively parallel computers will be able to
directly address observations, as discussed in Section 9. It is evident that CMEs are
driven by the energy in the magnetic field. The main question that remains is: how
is this energy released, and, most importantly, how is it released rapidly enough
to explain fast CMEs that are observed to travel at speeds exceeding 1,000 km/s?
Explaining fast CMEs has remained a difficulty of present models.
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Barnes and Sturrock (1972) examined the energy stored in a twisted force-free
field in order to explain how a magnetic field configuration could release energy
while the field is opening (and presumably leading to an eruption). In subsequent
work, Yang et al. (1986) found that the energy in the open field appears to be
an upper limit to the magnetic energy, a result that has been formalized into a
conjecture (Aly, 1991; Sturrock, 1991). This key development in the theory of
CME initiation is worth restating: a fully open magnetic field provides an upper
limit to the energy in a force-free field with the same normal magnetic field dis-
tribution on the solar surface (Aly, 1984, 1991; Sturrock, 1991). Therefore, in a
model in which all the energy is stored in the magnetic field, it does not appear
to be energetically possible for a closed magnetic field configuration to sponta-
neously make a transition to an open field. This seemingly implies that magnetic
fields cannot open dynamically. However, there are many ways in which CMEs can
open the magnetic field, including partial opening of the field (Wolfson and Low,
1992; Wolfson, 1993; Mikić and Linker, 1994), and by including the effect of pres-
sure and gravity forces (Low, 1993; Low and Smith, 1993; Wolfson and Dlamini,
1997, 1999; Wolfson and Saran, 1998). See the review by Forbes (2000) for a
discussion.

Early theory (e.g., Low, 1977, 1981; Birn and Schindler, 1981) examined the
properties of equilibria using “generating function” solutions of the Grad-Shafranov
equation in which the variation of a parameter was taken to represent evolution
through a sequence of equilibria. In these models, it was presumed that “loss of
equilibrium” would occur when solutions ceased to exist. However, Klimchuk and
Sturrock (1989) cautioned against interpreting loss of equilibrium due to an artificial
parametric specification as evidence of dynamical evolution.

Aly (1984, 1985, 1988, 1990) has investigated the mathematical properties of
magnetic field configurations to deduce limits on their energy, stability, and the
existence of solutions. In the highly conducting solar corona, the footpoints of the
magnetic field lines are dragged by motions in the dense photosphere, a situation
that is referred to as “line tying.” Although line tying provides a stabilizing effect,
it also allows the convective motions on the Sun to deform the coronal magnetic
field, leading to the possibility of eruptive behavior.

The evolution of line-tied 2D magnetic arcades deformed by shearing photo-
spheric motions has been studied by Mikić et al. (1988), Biskamp and Welter
(1989), Finn and Chen (1990), Finn and Guzdar (1993), Choe and Lee (1996a,b)
and Amari et al. (1996). When converging motions are applied at the neutral line,
the arcade ejects a plasmoid (Inhester et al., 1992) due to reconnection. Manchester
(2003) studied the disruption of buoyant 2D arcades. Arcade models have also been
extended to spherical geometry (Mikić and Linker, 1994; Antiochos et al., 1999),
including the effect of the solar wind (Linker and Mikić, 1995; Wu et al., 2001).
Recently, models have been extended to study idealized 3D magnetic configura-
tions (e.g., Amari et al., 2003a,b; Linker et al., 2003a,b; Roussev et al., 2003, 2004;
Manchester et al., 2004a b).
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In another class of semi-analytic models, the CME problem is formulated as
loss of equilibrium due to a catastrophe (Forbes and Isenberg, 1991; Isenberg et al.,
1993; Forbes et al., 1994; Forbes and Priest, 1995). Recent improvements to this
“catastrophe model” (Lin et al., 1998, 2001, 2002; Forbes and Lin, 2000; Lin
and Forbes, 2000; Lin and van Ballegooijen, 2002) have significantly extended its
applicability to the CME initiation problem. There is a close relationship between
the catastrophe model and the flux cancellation model discussed in Section 5.1.

2. The MHD Model

Most large-scale theories of CMEs in the corona are based on the resistive magneto-
hydrodynamic (MHD) equations and their simplifications (e.g., zero-β, force-free,
etc.), although kinetic extensions are needed to study the evolution in the inner helio-
sphere and especially to model the acceleration of solar energetic particles (SEPs),
as described in Sections 7 and 8. In its most comprehensive form, the MHD model
includes equations for mass, momentum, and energy conservation as well as the
resistive Ohm’s law. Energy transport includes parallel thermal conduction (along
the magnetic field lines), radiation loss, coronal heating, and acceleration by Alfvén
waves, usually treated according to a WKB formalism (Jacques, 1977; Usmanov
et al., 2000). For a description of these equations and their application to coronal
modeling, see, for example, Mikić et al. (1999). Early models considered a simple
polytropic energy equation (e.g., Linker and Mikić, 1995) with a reduced polytropic
index (Parker, 1963) to model the solar wind. The realism needed to model cam-
paign events (as discussed in Section 9) is pushing the models toward an improved
description of energy transport.

The central role of the magnetic field, combined with a desire to simplify the
problem, has led theorists to focus on force-free models of the corona, in which
all forces other than magnetic forces are neglected. In this model, the equilibrium
force-balance condition simplifies to

J × B = 0 (1)

where J = c∇ × B/4π is the electric current density and B is the magnetic field
intensity, which implies that J = αB, with α, the torsion, an (unknown) function of
position. Much theoretical research has focused on the study of equilibria satisfying
Equation (1), which in itself is a difficult nonlinear problem.

3. Relevant Observations

Observations that help to determine the magnetic field topology in the pre-eruptive
state (Gopalswamy, 2003) include the orientation of flows along filaments in H-α,
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X-ray and EUV loops (as beautifully seen in TRACE images), radio emission, lon-
gitudinal and vector magnetograms, the history of B in the photosphere as deter-
mined from sequences of magnetograms, and limb measurements of prominences.
Magnetograph measurements can help to estimate the magnetic energy (Klimchuk
et al., 1992; Metcalf et al., 2005). For details on how these observations can be used
to determine the properties of the pre-CME corona see Gopalswamy et al. (2006)
in this volume.

In the post-eruptive state, clues to the topology of the magnetic field can be
obtained from H-α flare ribbons, EUV and soft-X-ray emission in post-flare loops
and post-CME coronal dimmings, hard X-ray footpoint emission, measurements of
bidirectional electrons and heat flux dropouts (Gosling et al., 1987), and estimates
of field line length (Larson et al., 1997). Coronagraph measurements can help
to estimate CME velocities and masses, and hence kinetic energies (Vourlidas
et al., 2000, 2002), as well as their morphology. Radio signatures (Reiner et al.,
2001; Bastian et al., 2001; Cliver et al., 2004) and solar energetic particle (SEP)
measurements can probe the properties of shocks in the corona. Composition and
charge state measurements can help to relate in situ plasma to its solar sources.
Interplanetary measurements can be used to estimate flux rope helicity and twist.
For details on how these observations can be used to determine the properties of
CMEs see Schwenn et al. (2006, this volume) and Pick et al. (2006, this volume).

4. Classification of Models

There have been several reviews of the theory of CME initiation (Low, 1994, 1996,
1999, 2001; Forbes, 2000; Klimchuk, 2001; Linker et al., 2003b), including a
recent comprehensive review (Lin et al., 2003) to which the reader is referred for
more detailed discussions; see also Forbes et al. (2006, this volume) for a detailed
presentation of the various models. Klimchuk (2001) has presented a classification
of models into two broad classes: “storage and release” models and “directly driven”
models. The class of directly driven models, in which the energy released during
CME eruption is injected into the corona during the eruption, includes dynamo
models (Chen, 1989; Chen et al., 1997, 2000; Krall et al., 2000) and thermal blast
models, in which a pressure pulse is used to initiate the eruption (Dryer, 1982; Wu
et al., 1982). These are presently not considered as viable CME initiation models
since they are not supported by observations (Forbes, 2000; Lin et al., 2003). We
therefore restrict our attention to storage and release models.

5. Examples of “Storage and Release” Models

In storage and release models, the CME is driven by the energy stored in the
magnetic field, which is built up over a long period of time (days to weeks) and
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is released in a short time (minutes to hours). Rough estimates indicate that the
coronal magnetic field can store sufficient energy to power even the largest flares
and CMEs (Forbes, 2000). Here we will only touch on the essential principles and
broadly survey the relevant phenomena, with specific references to two particular
models with which we are familiar, the flux cancellation model and the breakout
model. The catastrophe models mentioned in Section 1.1 are closely related to the
flux cancellation model. See Forbes et al. (2006, this volume) for a more detailed
discussion of these models.

In equilibrium, if gravity can be neglected (when very strong magnetic fields
are present), the momentum equation expresses a balance between the tension in
magnetic field lines that are line-tied in the photosphere and magnetic and thermal
pressure: B · ∇B = ∇(4πp+B2/2). Eruption involves forcing the system to evolve
into a state in which this delicate balance can no longer be maintained. The two
models differ in the way that this balance is upset, as described below.

5.1. THE FLUX CANCELLATION MODEL

Detailed observations of magnetic fields in and around active regions indicate that
the emergence of new magnetic flux, especially in the vicinity of pre-existing mag-
netic fields (Gaizauskas et al., 1983; Zwaan, 1985; Feynman and Martin, 1995), and
flux cancellation (Martin et al., 1985; Livi et al., 1985, 1989; Zwaan, 1987, 1996;
Gaizauskas, 1993), are connected with solar eruptions (flares and CMEs). This led
to the development of models that incorporate flux cancellation and magnetic field
diffusion in the neighborhood of polarity inversion lines as a key ingredient in promi-
nence formation and eruption (Pneuman, 1983; van Ballegooijen and Martens,
1989, 1990; Mackay et al., 1998; Litvinenko and Martin, 1999; Amari et al., 1999;
Mackay and van Ballegooijen, 2001, 2005; Lionello et al., 2002; Mackay and
Gaizauskas, 2003). Flux cancellation has been identified as a key element in the
formation of prominences, which are also known as filaments (Gaizauskas et al.,
1997; Martin, 1998; van Ballegooijen et al., 2000; Martens and Zwaan, 2001).
Démoulin (1998) has reviewed the structure of magnetic fields in filaments.

Flux cancellation has been studied in prominence formation, eruption, and CME
initiation with simulations of the large-scale corona (Linker et al., 2001; Linker
et al., 2003a,b; Roussev et al., 2004) and also on active-region scales (Amari
et al., 1999, 2000, 2003a,b; Lionello et al., 2002; Welsch et al., 2005). When
the amount of cancelled flux does not exceed a threshold value, a magnetic flux
rope forms above the neutral line in 3D arcades. This structure is stable and can
support prominence material (Linker et al., 2001; Lionello et al., 2002). If flux
cancellation is continued beyond this threshold, the configuration erupts (Amari
et al., 2000, 2003a,b). The eruption converts a significant fraction of the magnetic
energy into kinetic energy. When the configuration is close to the critical state, even
a small amount of flux cancellation can trigger a violent eruption. The crossing of
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the threshold is unremarkable as far as the photospheric field is concerned, and it is
likely to be missed in magnetograph observations. This critical behavior resembles
that seen in the catastrophe models (e.g., Forbes and Isenberg, 1991).

5.2. THE BREAKOUT MODEL

Syrovatskii (1982) first noted the possible importance of multipolar configurations
in explaining eruptive behavior. The breakout model, which describes the eruption
of multipolar configurations, was developed by Antiochos (1998), Antiochos et al.
(1999), MacNeice et al. (2004), Lynch et al. (2004), and DeVore and Antiochos
(2005). Like the flux cancellation model, breakout requires strongly sheared fields
near the neutral line, as observed in filament channels. A key feature of the model
is that it requires a multipolar flux distribution and a magnetic null to be present.
When the central arcade is sheared, causing the field lines to rise, slow reconnection
at the null point transfers overlying flux in the central arcade to the neighboring
arcades, eventually destabilizing the central arcade. An application of the breakout
model to flare observations is given by Gary and Moore (2004).

5.3. SIMILARITIES AND DIFFERENCES

In our opinion, the flux cancellation and breakout models have more fundamental
similarities than differences. Both models require build-up of significant parallel
electric current (shear, twist) prior to eruption; the magnetic field is highly aligned
along the neutral line; eruption requires build up of magnetic pressure within the
central arcade and/or release of tension in the overlying field lines. The exact mech-
anism by which this occurs is different in the two models. In the flux cancellation
model, magnetic pressure is built up in the flux rope by the slow reconnection of
magnetic field lines at the neutral line, which at the same time relieves the tension in
the overlying field lines by severing connections to the photosphere. In the breakout
model, the reconnection of the high field lines in the arcade with the overlying field
lines in the surrounding flux systems releases the magnetic tension that holds down
the central arcade. In both cases, reconnection in the lower corona within the arcade
completes the eruption process and ejects a flux rope. Any prominence material
that happens to be trapped in the dips of magnetic field lines is also ejected.

The models also have differences. For example, the photospheric magnetic field
has a different character before eruption (the flux cancellation model has a flux
rope whereas the breakout model does not). Flux cancellation requires converging
flows and cancellation of flux at the neutral line, combined with (slow) magnetic
reconnection there. Flux cancellation can occur in a simple dipolar configuration,
whereas breakout requires a more complex topology. In the flux cancellation mech-
anism, prominence material can become trapped on the flux-rope magnetic field
line dips as they form and rise into the corona, leading to the natural formation of a
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prominence within the arcade. This material is observed to be ejected together with
the streamer. In contrast, in the breakout model the prominence material needs to
condense in the corona or be siphoned from the chromosphere.

It is important to note that the idealizations inherent in axisymmetric (2D) ge-
ometry tend to emphasize the differences between the two models. In a fully 3D
geometry it is more difficult to distinguish between these two models; there is a
continuum between dipolar and multipolar configurations as the relative orientation
between the overlying field and a bipolar active region is changed. Furthermore,
the distinctions between the two topologies may be blurred by the similarities in
behavior of magnetic field configurations that have true separatrices versus quasi-
separatrix layers (Démoulin et al., 1996, 1997; Titov et al., 2002). In addition, in
3D it is difficult to distinguish between a “flux rope” with a fraction of a turn of
twist, whose legs are attached to the photosphere, and a highly-sheared, dipped
field line (e.g., as depicted in the prominence support model of Antiochos et al.,
1994).

5.4. COMPARISON WITH OBSERVATIONS

Several features of these models agree with observations. A magnetic field topology
that can support a filament (i.e., dipped field lines) is formed naturally and erupts
together with the streamer in the flux cancellation mechanism, as seen in many CME
observations. Also, CMEs tend to occur in decaying active regions with dispersing
magnetic flux, in accordance with the flux cancellation scenario. Converging flows
and the disappearance of magnetic elements of opposite polarity are also observed
at neutral lines. Breakout requires a complex topology, a feature that is consistent
with flare-productive regions.

Other features do not agree with observations. In particular, it has been difficult
to show that fast CMEs can be produced with the models, although this may be
related to the geometrical simplicity of the models and because they have not been
able to simulate the strong localized magnetic fields in active regions. Additionally,
the large-scale shear flows that have been used to energize the models are typically
not observed, although a large part of the twist in the active regions is present
when they emerge from below the photosphere (Leka et al., 1996). In Section 9 we
discuss future improvements to these models that will greatly enhance their ability
to address observations.

6. Connecting the Corona to the Heliosphere: The CME–ICME Connection

CMEs that are observed in the corona produce signatures in interplanetary space
which can be measured by in-situ spacecraft (Wimmer et al., 2006, this volume).
These signatures often reveal a great deal about their properties and origin. Many
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studies have attempted to link observations of magnetic clouds to their inferred
active-region sources (e.g., Webb et al., 2000; Leamon et al., 2004). Simulations
have shown that CMEs can undergo a significant amount of distortion as they
expand and encounter solar wind streams with different velocities (Riley et al.,
1997, 1998; Odstrcil and Pizzo, 1999a,b,c).

Odstrcil et al. (2002) and Riley et al. (2003) have followed a CME from its
eruption in the corona to 5 AU. A 2D CME was initiated in the corona by the flux
cancellation mechanism (Linker et al., 2003a). Significant distortion and “pancak-
ing” of the ICME is observed as it propagates away from the Sun. This simulation
was used to test several flux-rope fitting techniques (Riley et al., 2004) and to inter-
pret the global context of a CME that was observed by ACE and Ulysses (Riley et al.,
2003). Simulations of an idealized 3D eruption have also been performed (Odstrcil,
2003; Luhmann et al., 2004). Although these are promising first steps, we are just
beginning to explore the detailed relationship between CMEs and ICMEs. Little
is known about the relationship between CME initiation mechanisms and ICME
signatures, so that it is difficult to use these signatures to discriminate between the
models. Furthermore, the topology of the magnetic field lines that connect the mag-
netic cloud with the Sun and the heliosphere is not well known (e.g., Gosling et al.,
1995; Crooker et al., 2002). Adressing these issues will have to await improvements
to the models.

7. CME-Driven Shock Propagation

An immediate consequence of a fast CME is a magnetic field and pressure en-
hancement ahead of it. If the ejected mass is or becomes superalfvénic, then the
enhancement forms a bow shock that drapes around the CME and propagates ahead
of it into the heliosphere. The flanks of the bow shock/wave may extend to the base
of the corona (Sheeley et al., 2000) and be observed as a Moreton wave (Moreton,
1960) or an EIT-wave (Brueckner et al., 1998). However, this picture is probably
oversimplified. Multiple shock waves may be produced low in the corona, where
the Alfvén speed is small, due to a complex release of magnetic energy during the
eruption process. Thus, the interpretation of the observed disturbances and type II
radio bursts indicating shock formation in a given event may be difficult.

The governing equations for the macroscopic behavior of waves and shocks in
the corona and solar wind are generally taken to be the 1-fluid ideal MHD equations
supplemented by an adiabatic equation of state with γ = 5/3. They specify the time
evolution of the fluid velocity V, magnetic field B, pressure P , and mass density ρ.
These equations are not valid at shocks since non-ideal terms involving viscosity,
heat flux, and electrical resistivity are important there. However, for the macro-
scopic behavior of the fluid, it is sufficient to impose the Rankine-Hugoniot jump
conditions at the discontinuity that forms in the flow. There are several algorithms
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available for this purpose (Hundhausen, 1985; Pizzo, 1985; Powell et al., 2003).
The linearized equations describe the “fast,” “slow” and Alfvén modes of homoge-
neous MHD and their generalizations in a solar wind with inhomogeneous velocity
V0 and magnetic field B0. The “fast” and “slow” modes are compressive and form
shocks. However, the “slow” shock is indeed slow with subalfvénic flows both up-
stream and downstream of the shock in the shock frame (Hundhausen, 1985). The
shocks observed in the solar wind and predicted in the corona are generally “fast”
shocks (but see Whang et al., 1996).

The two simplest solutions of these equations, assuming spherically symmetric,
hydrodynamic flows (B = 0), and neglecting gravity, are the blast wave with con-
stant total energy (created, say, by an impulsive enhancement in solar wind speed)
and the driven shock with increasing energy content (created, say, by a sudden and
persistent increase in wind speed). Under further simplifying assumptions, these
two cases may be described by analytical “self-similar” solutions (Rogers, 1957;
Sedov, 1959; Parker, 1961, 1963; Chevalier, 1982). The blast wave is a single for-
ward shock, whereas the driven configuration involves a forward shock propagating
into the solar wind ahead and a reverse shock propagating backwards into the ambi-
ent wind behind, but swept outwards by the flow. These two simple cases provide a
framework for interpreting shock propagation in the corona and solar wind in more
general cases. The CME-associated shock is initially driven, since CMEs appear to
retain their high speeds for tens of Rs . However, as CME speeds decay with a spatial
scalelength of r ∼ 50Rs (Reiner et al., 2003) and assimilate into the solar wind as
interplanetary CMEs (ICMEs), the shocks probably transform into blast waves. The
simple models omit many features which are important in the solar wind and corona.
Inhomogeneity, particularly in coronal active regions and the streamer belt, causes
refraction of the shock waves (Vainio and Khan, 2004). Beyond Earth orbit, shocks
may interact and coalesce (Pyle et al., 1984). Numerous simulations over three
decades have revealed various aspects of interplanetary shock propagation (e.g.,
Dryer, 1974; Steinolfson, 1985; Whang and Burlaga, 1985; Tsurutani et al., 2003).

The US National Space Weather Program has revitalized studies of CME-driven
shock propagation, since these shocks contribute to geomagnetic disturbances.
Odstrcil and Pizzo (1999c,a,b) developed a 3-D hydrodynamic and an MHD code
to investigate how a CME, simulated by a localized pressure and velocity enhance-
ment at the inner boundary, interacts with a solar wind that includes a tilted magnetic
dipole configuration with streamer belt and stream structure. Odstrcil et al. (2002)
combined the heliospheric MHD code of Odstrcil and Pizzo (1999a) with the coro-
nal MHD code of Mikić and Linker (1994) to treat a 2-D axisymmetric eruption of
a CME into the heliosphere beyond Earth orbit. A competing 3-D MHD code with
adaptive mesh refinement has been developed by the U. Michigan group (Powell
et al., 2003). Groth et al. (2000) and Manchester et al. (2004c) presented results
of the Michigan code, which described the eruption of a CME into a structured
solar wind. The CME was modeled as a 3-D flux rope with initial force imbalance,
resulting in rapid outward acceleration.
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A crucial issue for particle acceleration at a CME-driven shock (see
Section 8.1(5)) is the formation time and strength of the shock close to the Sun.
These features depend primarily on CME speed and the spatial distribution of the
Alfvén speed, VA. Although VA clearly depends on local coronal structure, gener-
ally, away from active regions VA is low in the chromosphere and low corona where
the density is high, increases with height as the density decreases, and finally de-
creases in the solar wind as VA ∝ r−1 inside Earth orbit. We expect a maximum
of VA ∼500 km/s at a heliocentric radial distance of r ∼ 3 − 5Rs (Gopalswamy
et al., 2001; Mann et al., 2003). Thus, we expect CMEs that accelerate to speeds
∼500 km/s to form bow shocks at r ∼ 3 − 5Rs . This expectation is consistent with
the onset time of energetic ion acceleration to GeV energies (Kahler, 1994) and
the strong correlation of energetic ion intensity and CME speed (Reames et al.,
1997).

A recent simulation by Roussev et al. (2004) initiates a CME based on the
evolution of the observed photospheric and coronal magnetic fields for the event
of 2 May 1998. They find that the nose of the driven shock reaches a speed of
∼1200 km/s at r ∼ 4Rs , with a compression ratio ∼3. Assuming that the scattering
mean free path of protons is approximately their gyroradius, this shock is predicted
to have an energetic particle cutoff energy ∼10 GeV, consistent with the observation
that this event was a “ground-level event” (Lopate, 2001, but see Section 8.1(5)).

8. Acceleration of Energetic Particles

An important product of CMEs are energetic particles, which are detected either
directly in space or by secondary electromagnetic and neutron emissions. Energetic
particles generally contain a small fraction of the energy released by a CME. Nev-
ertheless, by virtue of their high speed and energy, they can have deleterious effects
on humans and assets in space and may be utilized in space weather forecasting
(Reames, 1999; Feynman and Gabriel, 2000; Tóth et al., 2005).

Charged particles are accelerated by E, the electric field. The fact that the accel-
erated electrons are very effective in canceling electric field enhancements generally
ensures that E ≈ 0 in the plasma frame of reference. Thus, acceleration in space
plasmas generally depends on relatively subtle effects. These involve variations of
the plasma velocity δV in a particular configuration so that both E ≈ −c−1δV×B0

and the motion of the particles allows a nonzero average value of v · E. Here v is
particle velocity, and |E|/|B0| ∼ |δV|/c � 1.

Observations of solar energetic particles (SEPs) in space provide some guidance
in determining the relevant configuration for acceleration. SEPs appear in two fairly
distinct classes of events: “impulsive” and “gradual.” Impulsive events are small, last
for hours, occur at a rate of ∼103/y during solar maximum, are rich in electrons,
3He and heavy ions, and have relatively high charge states. In contrast, gradual
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events are large, last for days, occur at a rate of ∼10/y during solar maximum, have
approximately solar wind or coronal ion composition, are electron poor, and have
relatively low charge states (Lee, 1991). Although this classification has become
blurred by recent measurements of elemental and ionic charge composition as
described in detail by (Cane and Lario, 2006, this volume) and (Klecker et al.,
2006, this volume), nevertheless it implies distinct acceleration mechanisms for
impulsive and gradual events.

8.1. GRADUAL EVENTS AND SHOCK ACCELERATION

The characteristics of gradual events are generally consistent with their origin at a
coronal/interplanetary shock driven by a CME. In addition to those characteristics
listed above, these events are strongly correlated with fast CMEs and type II radio
bursts and have a broad extent in heliographic solid angle. All of these features are
expected for a shock origin.

Figure 1 is a schematic diagram of a CME-driven coronal/interplanetary shock
as it propagates toward Earth and into the solar wind across the Archimedes-spiral
magnetic field. The dots indicate the SEPs. They are accelerated by criss-crossing
the shock and, in the process, both drifting in the inhomogeneous shock mag-
netic field parallel to E in the shock frame and scattering between the convergent

shock

Earth

Sun

CME

3

12

Figure 1. Schematic snapshot of an evolving coronal/interplanetary shock driven by a CME. Ac-

celerated ions are denoted by dots. Magnetic field lines are shown, with wiggles denoting magnetic

fluctuations. The spatial domain accessible to the ions is divided into solar wind (1), a proton-excited

turbulent sheath upstream of the shock (2), and the turbulent shock-heated solar wind downstream of

the shock (3).
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electromagnetic irregularities on either side of the shock. These two aspects of
shock acceleration are known as “shock drift” acceleration (Hudson, 1965; Sarris
and VanAllen, 1974) and “first-order Fermi” acceleration (Fermi, 1954). Their rel-
ative contributions are dependent on the chosen frame of reference. Both aspects
are combined in the theory of diffusive shock acceleration (Jokipii, 1982).

Figure 1 draws attention to the possible temporal and spatial complexity of the
shock acceleration process. The solar wind is inhomogeneous, the shock evolves
in strength and shape, and the magnetic connection between observer and shock
can be complicated. Another complication is that the ion scattering mean free path
λ in the solar wind (Region 1 in Figure 1) is too large (∼0.1–1 AU) to yield the
rapid multiple traversals of the shock required for particles to attain the observed
SEP energies. However, the accelerating ions excite hydromagnetic waves to form
a turbulent sheath upstream of the shock. Within this sheath, denoted by Region 2 in
Figure 1 with its fluctuating magnetic field components, λ is small and acceleration
is rapid. Region 3, adjacent to and downstream of the shock, is also turbulent.
There the upstream turbulence is compressed and enhanced by the shock. These
three regions are distinct and require different ion transport equations for the ion
distribution function.

The basic particle transport equation for application to SEPs is the focused
transport equation (Roelof, 1969; Skilling, 1971; Earl, 1976, 1981; Isenberg, 1997;
Forbes et al., 2006, this volume), which describes the convection, adiabatic deceler-
ation, magnetic focusing and pitch-angle diffusion (with diffusion coefficient Dμ)
of particles confined to a magnetic flux tube. Although the equation treats particles
with v ∼ |V| and accommodates large anisotropy, it neglects drift transport, which
is generally negligible for SEPs. If scattering is efficient (Dμ 	 |V|/r ), the particle
distribution is nearly isotropic, and v 	 |V|, then the focused transport equation
may be integrated over pitch-angle to yield the spatial diffusion equation with dif-
fusion coefficient κ‖ (Parker, 1965; Gleeson and Axford, 1967; Forbes et al., 2006,
this volume). The spatial diffusion equation may be readily generalized to include
drift transport and diffusion perpendicular to B (Jokipii and Levy, 1977) and is
the basis for the theory of diffusive shock acceleration. The perpendicular diffu-
sion κκ⊥ is generally small and negligible for SEP transport. A possible exception
is the region close to a quasi-perpendicular shock with large magnetic fluctuation
intensities (Dwyer et al., 1997). The parallel spatial diffusion coefficient κ‖ may be
expressed in terms of Dμ, and Dμ in terms of the fluctuation intensity, I (Lee, 1983;
Gordon et al., 1999). In principle, then, a wave kinetic equation for I is required,
which describes wave excitation by the accelerated protons and closes the nonlinear
system of equations.

Early theoretical work on shock acceleration proceeded in two directions. Firstly,
following the development of the theory of diffusive shock acceleration (Axford
et al., 1978; Krymsky, 1977; Blandford and Ostriker, 1978; Bell, 1978), there were
applications of the theory to SEPs by Achterberg and Norman (1980), Lee and
Fisk (1982) and Lee and Ryan (1986). These were simplified in both geometry and
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the form of the diffusion coefficient. There were also applications of the theory
to energetic storm particle (ESP) enhancements observed at Earth orbit (Forman,
1981; Lee, 1983; Gordon et al., 1999). An ESP event is actually one phase of a
gradual event, which occurs if the shock still accelerates ions when it passes Earth.
With the planar geometry appropriate for ESP events, Lee (1983) was able to include
wave excitation in the theory. These models provided a reasonable description of
the ion (and wave) enhancements near the shock.

Secondly, there were many applications of the focused transport equation to
the nearly scatter-free transport of SEPs in interplanetary space early in an event
when ion anisotropy may be large (Heras et al., 1992, 1995; Kallenrode, 1993;
Ruffolo, 1995; Kallenrode and Wibberenz, 1997; Lario et al., 1998). These parti-
cles constitute an important phase of the event for space weather forecasting and
usually include the most energetic particles. These models include the shock ac-
celeration heuristically as a source term, which is chosen with a power-law energy
spectrum appropriate to a moving shock that is weaker on the flanks. They provide
a reasonable description of the early phase of gradual events.

Other studies have attempted to combine the advantages of these two research
directions in order to accommodate more realistic geometry, wave excitation,
and the transition from scatter-dominated to nearly scatter-free ion transport with
increasing distance upstream of the shock. Ng et al. (1999) have combined the fo-
cused transport and wave kinetic equations describing the upstream propagation of
all ion species, including the wave excitation essential to the turbulent sheath adja-
cent to the shock. Although this approach cannot describe the acceleration process,
it does predict the upstream fractionation of different ion species. For the event of
20 April 1998 they find excellent agreement with observed abundance ratios (Tylka
et al., 1999). Zank et al. (2000) used a “hybrid” approach to calculate the proton
time profiles expected in gradual events. They combined the shocked plasma flow
from hydrodynamic numerical simulations, the upstream ion/wave configuration
from Gordon et al. (1999) assuming a free-escape boundary at a prescribed
position upstream of the shock, and a numerical calculation of the ion distribution
downstream of the shock. In spite of this patchwork approach, the predicted time
profiles provide a good match to observations. Lee (1999, 2005) combined the wave
kinetic equation with the two-stream moments of the focused transport equation to
accommodate large streaming anisotropy in the theory of diffusive shock accelera-
tion combined with wave excitation. Although this model is effectively stationary,
assumes a simple geometry, and neglects adiabatic deceleration and drift of ions, it
does describe analytically the extraction of ions from the turbulent sheath adjacent
to the shock by magnetic focusing and the resulting cutoff in the power-law energy
spectrum.

In attempting to develop a theory that can account for the characteristics of any
given event, several challenging issues must be recognized:

(1) The geometry of the magnetic field, the shock, and the connection to the
observer are crucial to a quantitative prediction of the event characteristics, yet it
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is generally unknown, particularly near the Sun, and most models are restricted
to spherical or simplified geometry. Ironically it was the dependence of gradual
event morphology on the solar longitude of the flare/CME which was one of the
strongest arguments in favor of a shock origin of these events (Cane et al., 1988).
Also, the obliquity of the shock (the angle θbn between the upstream magnetic
field and the shock normal) is crucial in determining the appropriate injection rate
Q into the acceleration process (see Point 2 below) and the acceleration rate, yet
the appropriate value of θbn for the observer’s field line is variable and difficult to
determine. These aspects of the problem present severe challenges to a predictive
theory.

(2) The traditional transport equations cannot describe the extraction of parti-
cles from the ambient plasma at the shock front to create a population of energetic
particles satisfying v 	 |V| or gyrotropy for which the equations are valid. Ac-
cordingly, there is no rigorous way to determine Q as a function of v and species.
This is a particularly challenging issue for SEPs since the composition of different
events may be largely determined by the relative injection rates of solar wind, the
suprathermal tail of the solar wind, the “inner source” pickup ions, ambient grad-
ual event material, and ambient impulsive event material (Gloeckler et al., 2000;
Mason et al., 1999; Desai et al., 2003). Not only is Q expected to be different for
these populations, it also is expected to depend on the shock Mach number and
very sensitively on θbn . The unknown nature of Q makes compositional predictions
difficult.

(3) The traditional transport equations depend on quasilinear theory, whose
accuracy in general is difficult to assess. Certainly at Earth’s bow shock, for example,
“shocklets” are observed to form as large-amplitude upstream waves steepen; this
nonlinear process modifies the power spectrum markedly (Hoppe et al., 1981;
Hada et al., 1987). In addition, the models employ approximate solutions of the
wave kinetic equation even though the coupled configuration of ions and waves is
expected to be very sensitive to I .

(4) Gradual events, which are magnetically well-connected to the observer when
the CME/flare is near the Sun, may also contain energetic particles that originate
at the flare (see Section 8.2). The resulting admixture of impulsive event material
should have important spectral and compositional signatures. There is a tendency for
Fe/O to be enhanced, as in typical impulsive events, early in well-connected gradual
events (Cane et al., 1991). This enhancement, however, can also be explained by
rigidity-dependent propagation of ions from the shock to the observer (Tylka et al.,
1999) or by a combination of shock geometry and accessible seed particles (Tylka
et al., 2005). The possible admixture of flare-accelerated ions in gradual events
remains a controversial topic.

(5) Although the formation of a CME-driven shock at r ∼ 3–5 Rs is in principle
consistent with the onset times of GeV protons (Kahler, 1994), these onset times
require scattering mean free paths on the order of the proton gyroradius to achieve
the required acceleration rate (Roussev et al., 2004). It is unclear whether such
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small scattering mean free paths exist parallel to the shock normal upstream of the
shock in this region of the corona.

8.2. IMPULSIVE EVENTS AND MAGNETIC RECONNECTION

The characteristics of impulsive events imply that they originate in solar flares low
in the corona. Flare electromagnetic emissions indicate that most of the energetic
particles accelerated in the flare remain in the low corona; only a small fraction
find their way to magnetic field lines open to interplanetary space. Many or most
impulsive events are not associated with CMEs. However, since most CMEs are
associated with large flares, it is reasonable to suppose that the energetic particles
in gradual events have an “impulsive” component (see Section 8.1(4)).

The acceleration mechanism of impulsive events is unknown. The two leading
candidates are direct acceleration by E at the site of magnetic reconnection, where
the reconnecting component of B normal to E is small (Litvinenko, 1996). This field
configuration is able to accelerate both electrons and ions. However, it is unclear
how it can lead to the remarkable enhancements and variability in 3He. These
enhancements appear to require stochastic acceleration by plasma waves which can
resonate selectively with different ion species. Fisk (1978) suggested electrostatic
ion-cyclotron waves because they selectively resonate with 3He if the 4He/H ratio
is enhanced. Others have suggested that the waves are excited by the electric-field-
accelerated electrons (Temerin and Roth, 1992; Miller and Viñas, 1993). Several
authors (e.g., Ramaty, 1979; Möbius et al., 1982; Miller et al., 1990; Ryan and
Lee, 1991) have constructed models for the stochastic acceleration of impulsive
event ions based on the diffusion equation including an energy diffusion term.
However, these models are limited by unknown geometry, origin of the turbulence,
and particle escape rates.

Although these two mechanisms are the leading candidates for particle accel-
eration in impulsive events, shock acceleration is also possible, either at the shock
produced by the downward reconnection jet (Tsuneta and Naito, 1998) or a shock
generated by impulsive plasma heating at the reconnection site. Clearly, the current
theoretical framework for impulsive events is more rudimentary and challenging
than for gradual events.

9. Future Directions: Confronting Models with Observations

Presently, there exist a broad spectrum of models for CME initiation that address se-
lected aspects of the observations, though not in a consistent and complete manner.
Progress in CME theory will most likely be achieved by confronting models with
observations. Although the present complement of CME observations is rich and
abundant, the models are too idealized to address them in detail. Modeling an actual
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CME event and producing quantities that are observed is presently not possible.
Once the models improve sufficiently, these observations will serve to distinguish
the various models. In this sense, the observations are ahead of the models. Im-
pending advances in CME and active region observations, especially those from the
upcoming Solar-B and STEREO missions, will not only present further challenges
to the models but will also undoubtedly provide additional insight into the CME
initiation problem.

In our opinion, an effective way to resolve which physical mechanism initiates
CMEs from among the many proposed possibilities will require the models to be
refined until they can directly address observations, i.e., by producing as output
measured observables, such as white light coronagraph images, radio, EUV and
X-ray emission images, shock and particle signatures, and predicted in-situ ICME
properties. The following improvements are presently being considered:

1. Extension of the models to 3D, including the effect of the strong magnetic
fields that characterize active regions;

2. Modeling active-region length scales while at the same time including the
coupling to large-scale (global) fields;

3. Models that are driven by observed boundary conditions, such as photospheric
line-of-sight magnetic fields (e.g., from SOHO/MDI magnetograms) and trans-
verse magnetic fields from vector magnetograms;

4. Use of time-dependent photospheric magnetic field boundary conditions to fol-
low the evolution of the coronal magnetic field and the triggering of eruptions;

5. A more sophisticated treatment of energy transport in the corona;
6. Improved coupling of coronal and heliospheric models to follow the propaga-

tion of a CME into the heliosphere;
7. Improved modeling of the quasi-steady solar wind structure to better track the

trajectory of a CME and to describe its evolution;
8. Direct comparison of model outputs with X-ray and EUV emission images;
9. Relating observed ICME characteristics to their solar source regions;

10. Focused study of specific CME events.

The requirement that models directly address observations in order to make progress
also holds for the configuration of the ICME in interplanetary space, the behavior
of the CME-driven shock, and the distribution of energetic ions and excited waves
throughout the inner heliosphere. This challenge is being faced in part by global
heliospheric MHD codes (Odstrcil et al., 2002; Manchester et al., 2004c). The
SEP models are not yet ready for the severe challenges posed by energy spectra,
anisotropies and time profiles for electrons and multiple ion species, and charge
states for a complex variety of events with a variety of magnetic connection ge-
ometries. However, this bewildering array of particle data is slowly achieving some
level of organization through consideration of multiple seed populations (Mason
et al., 1999; Desai et al., 2003) and shock geometry (Tylka et al., 2005). Insights
gained through these considerations should lead to a predictive class of models.
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This prospect is particularly exciting since SEPs are in principle a very effective
probe of the CME/shock configuration in the inner heliosphere and even close to
the Sun for magnetically well-connected events.

The realization that detailed simulations of specific events is needed to advance
our understanding further has been espoused by the CME community. For example,
the “Solar, Heliospheric, and INterplanetary Environment” group (SHINE) has
selected a set of “Campaign Events” for detailed coordinated study (Gopalswamy,
2005). The list of events can be accessed at the group website (http://www.
shinegroup.org). One of these, perhaps the simplest for modeling purposes, is
the CME that occurred on May 12, 1997. We expect that such detailed studies will
solve the CME initiation problem and establish the behavior of the ICME and its
driven shock in interplanetary space.
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Amari, T., Luciani, J. F., Aly, J. J., Mikić, Z., and Linker, J.: 2003a, ApJ 585, 1073–1086.
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G., and Opher, M.: 2004b, J. Geophys. Res. 109, 10.1029/2002JA009672.

Manchester, W. B., Gombosi, T. I., Roussev, I. I., Ridley, A., de Zeeuw, D. L., Sokolov, I. V., et al.:
2004c, J. Geophys. Res. 109, CiteID A02107 DOI 10.1029/2003JA010150.

Mann, G., Klassen, A., Aurass, H., and Classen, H.-T.: 2003, Astron. Astrophys. 400, 329–336.

Martens, P. C., and Zwaan, C.: 2001, ApJ 558, 872–887.

Martin, S. F.: 1998, Sol. Phys. 182, 107–137.

Martin, S. F., Livi, S. H. B., and Wang, J.: 1985, Australian Journal of Physics 38, 929–959.

Mason, G. M., Mazur, J. E., and Dwyer, J. R.: 1999, Astrophys. J. 525, L133–L136.

Metcalf, T. R., Leka, K. D., and Mickey, D. L.: 2005, ApJ 623, L53–L56.
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